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ABSTRACT
Popularity bias is a phenomenon associated with collaborative fil-
tering algorithms, in which popular items tend to be recommended
over unpopular items. As the appropriate level of item popular-
ity differs depending on individual users, a user-level modification
approach can produce diverse recommendations while improving
the recommendation accuracy. However, there are two issues with
conventional user-level approaches. First, these approaches do not
isolate users’ preferences from their tendencies toward item pop-
ularity clearly. Second, they do not consider temporal item pop-
ularity, although item popularity changes dynamically over time
in reality. In this paper, we propose a novel approach to counter-
act the popularity bias, namely, matrix factorization based collab-
orative filtering incorporating individual users’ tendencies toward
item popularity. Our model clearly isolates users’ preferences from
their tendencies toward popularity. In addition, we consider the
temporal item popularity and incorporate it into our model. Ex-
perimental results using a real-world dataset show that our model
improve both accuracy and diversity compared with a baseline al-
gorithm in both static and time-varying models. Moreover, our
model outperforms conventional approaches in terms of accuracy
with the same diversity level. Furthermore, we show that our pro-
posed model recommends items by capturing users’ tendencies to-
ward item popularity: it recommends popular items for the user
who likes popular items, while recommending unpopular items for
those who don’t like popular items.

CCS CONCEPTS
• Information systems→Personalization;Recommender sys-
tems;

KEYWORDS
popularity bias, temporal information, personalized recommenda-
tion

1 INTRODUCTION
Recommender systems help users to access the specific informa-
tion that they seek from a huge amount of data. Accurate recom-
mendations lead to an increase in customers’ purchases or con-
sumption; hence, there is a need for more efficient recommender
systems that produce personalized content for individual users.
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To produce personalized recommendations, collaborative filtering
(CF) is a widely used approach. The CF approach produces items
for a target user using data compiled from observations of users
with similar preferences as the target user [9]. The CF approach
is categorized into two types: neighborhood-based CF [12, 13] and
model-based CF [5, 11]. The standard approach of model-based CF
is a matrix factorization (MF)-based approach, which character-
izes both items and users by vectors of latent factors inferred from
user feedback [5, 11]. In most cases, model-based CF is superior to
neighborhood-based CF in terms of accuracy.

In the CF approach, it has been noted that popular items tend
to be recommended more often [15, 21]. This is known as pop-
ularity bias and various solutions have been proposed to tackle
this problem [3, 4, 7, 10, 21]. These solutions are classified into
two types according to the level of modification: global-level and
user-level. Global-level solutions modify their recommendations
for all users uniformly by avoiding recommending popular items
[3, 7, 21]. In reality, however, the appropriate level of modification
differs depending on the user: some users are likely to select popu-
lar items, while others tend to seek new or niche items. Therefore,
user-level modification approaches, in which the degree of modifi-
cation varies according to individual users’ popularity tendencies,
have been proposed [4, 10].

However, there are two issues in conventional user-level ap-
proaches. First, these approaches do not isolate users’ preferences
from their popularity tendencies clearly. Second, although item
popularity changes dynamically over time in reality, these approaches
do not consider temporal item popularity. In general, incorporat-
ing temporal item popularity into models improves the recom-
mendation accuracy. Moreover, to counteract popularity bias, es-
pecially in user-level solutions, incorporating temporal item pop-
ularity is important because the reasons of users’ behaviors are
considered different depending on their purchase time even if they
purchase same items. To the best of our knowledge, however, there
is no approach considering temporal item popularity in the field of
counteraction against popularity bias.

In this paper, we propose a novel approach to tackle the popular-
ity bias, namely, MF-based CF incorporating item popularity ori-
entation of individual users. Our model isolates users’ preference
from their tendencies toward item popularity clearly. We also con-
sider temporal item popularity and incorporate it into our model.
To verify the efficacy of the proposed model, we conducted exper-
iments using a real-world dataset. The experimental results show
that our model improves both accuracy and diversity compared
with a baseline algorithm in both static and time-changing mod-
els. Moreover, our model outperforms conventional approaches in
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terms of accuracy with the same diversity level. We also demon-
strate that our proposed model recommends items by capturing
users’ tendencies toward item popularity: it recommends popu-
lar items to users who like popular items, and unpopular items to
those who do not like popular items.

We summarize the main contribution of this paper as follows:
• Our model isolates users’ preferences from their tendencies
toward item popularity clearly.

• We consider temporal item popularity in the field of coun-
teraction against popularity bias.

• We conduct experiments using a real-world dataset to verify
the efficacy of the proposed model.

2 RELATEDWORK
2.1 Popularity Bias
Popularity bias is a phenomenon of existing recommendation al-
gorithms in which popular items tend to be recommended over
unpopular items. To tackle this problem, several approaches have
been proposed [3, 4, 7, 10, 21]. These approaches are classified into
two types according to the level of modification: global-level and
user-level.

Global-level approaches modify their recommendations for all
users uniformly [3, 7, 21].Mostmethods avoid recommending pop-
ular items by weighting according to item popularity. In global-
level approaches, the evaluation metrics such as diversity and nov-
elty improve at the cost of a decline in accuracy. Generally, the ap-
propriate level of modification differs depending on the user: some
users are likely to select popular items, some tend to seek new or
niche items, and some select an item irrespective of its popularity.
However, global-level approaches do not consider such individual
differences.

User-level approaches consider these differences and then mod-
ify their recommendations depending on the individual user’s ten-
dencies toward item popularity. Therefore, user-level approaches
possibly improve both diversity and accuracy simultaneously. The
conventional user-level approaches proposed in [4, 10] attempt to
re-rank recommendation lists by post sampling based on users’
past behavior in terms of popularity. However, users’ preferences
and their tendencies toward item popularity might be mixed in
these approaches for two reasons. First, before reranking, the rec-
ommendation lists are created by existing CF models. During the
creation process, these models mix users’ preference and item pop-
ularity. Second, popularity tendency distributions are created based
on users’ past actions. As users’ past actions are mainly derived
from the users’ preferences and items’ popularity, these aspects are
also included when creating the distribution. Therefore, these ap-
proaches do not isolate user preferences from their popularity ten-
dencies clearly. Our solution overcomes the above issue by mod-
eling users’ popularity tendencies directly, as described in Section
3.

2.2 CF with Temporal Aspects
Incorporating temporal aspects into CF has been investigated, par-
ticularly for developing accurate recommendation algorithms. For
example, [6] proposed amatrix factorizationmodel that considered
temporal dynamics and achieved state-of-the-art performance at

the time on Netflix data. Since then, several models that consider
temporal dynamics using MF [1, 20] or deep learning methods
[16, 19] have been proposed. In user-level approaches to popular-
ity bias, temporal item popularity needs to be considered to cap-
ture individual users’ tendencies toward item popularity. This is
because the reasons for purchasing items in case of users having
multiple interactionswith the same itemsmay be different depend-
ing on the interaction time: some users purchase items because
the items are popular, and some users purchase items because the
items match the users’ preferences. To our knowledge, however,
there is no approach that considers temporal aspects in the field of
popularity bias.

3 OUR MODEL
In this section, we present our MF-based model that incorporates
individual users’ tendencies toward item popularity. We focus on
situations where personalized top-N recommendations are pro-
duced based on users’ implicit feedback (e.g. views, clicks, pur-
chases, etc.).

3.1 Modeling Individual Users’ Tendencies
toward Temporal Item Popularity

In MF, both items and users are characterized by vectors of latent
factors derived from explicit feedback (e.g. ratings) as well as im-
plicit feedback. The basic model of MF with item bias is formulated
as follows:

x̂ui = b
0
i + f Tu fi , (1)

where x̂ui is the prediction score of preference of user u toward
item i , b0i is an item-specific bias which represents item popular-
ity, and fu and fi are k-dimensional vectors of latent factors of
user u and item i , respectively. The inner product f Tu fi achieves a
high value when both user and item vectors are similar. Further-
more, item bias bi increases when an item is popular. The predic-
tion score is determined by their aggregation.

If item bias bi values are extremely high, the item is recom-
mended regardless of whether users like it or not. Hence, recom-
mendation systems tend to recommend these items, which leads
to popularity biased recommendation. A simple solution for this
problem is to penalize items according to the item popularity. How-
ever, preference toward popular or unpopular items varies for each
user. Considering this, the solution is not suitable for users who
like popular items. Therefore, the penalization of popularity needs
to be changed depending on the users’ popularity tendencies.

Moreover, the users’ popularity tendencies should be consid-
ered alongwith the items’ temporal aspects for two reasons. Firstly,
item popularity changes dynamically over time in the real world
for various reasons [17]. Secondly, the reasons for purchasing items
in case of users having multiple interactions with the same items
may be different depending on the interaction time.

Therefore, we develop a model to incorporate both users’ popu-
larity tendencies and items’ temporal popularity, which is formu-
lated as follows:

x̂ui = (b0i + bi (t))(1 + дu ) + f Tu fi , (2)
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whereдu is the user-specific parameter of popularity tendency and
bi (t) is the time-varying item bias at the period of time t . The pa-
rameters, b0i , bi (t), дu , fu , and fi , are learned by optimization.

The дu value works as the balancing parameter between the
item popularity and preference toward the item.When theдu value
of a user u is greater than zero, the user prefers popular items to
unpopular items. High дu values indicated that the user may sim-
ply prefer popular items without regard to his/her item preference.
Conversely, when it is less thanminus one, the user prefers unpop-
ular items to popular items.

As mentioned in Section 2.1, users’ preferences and their ten-
dencies toward item popularity are mixed in conventional user-
level approaches. In contrast, our model resolves the confusion by
modeling as in Eq. 2: the first term represents item popularity and
users’ popularity tendencies, and the second term represents item
feature and users’ preference. Therefore, our model captures these
features separately.

3.2 Model Learning
Our model formulated in Eq. 2 can be learned by applying exist-
ing optimization methods, such as point-wise and pair-wise op-
timization. For example, for point-wise optimization, root mean
square error (RMSE), which is used in Biased-MF [5], and alter-
nating least squares, which is used in weighted regularize matrix
factorization [2] can be applied to our model. For pair-wise op-
timization, area under the curve (AUC) in Bayesian personalized
ranking [11], mean reciprocal rank used in collaborative less-is-
more filtering (CLiMF) [14], and weighted approximately ranked
pairwise loss proposed in [18] can be applied to our models.

4 EXPERIMENTS
In this section, we conduct experiments using a real-world dataset
to verify the efficacy of the proposed model.

4.1 Dataset
Weused the Amazon.comMovies and TVs dataset [8] in our exper-
iment. We utilized a subset from 2013, defined the period of time t
as monthly, and binarized the data treating reviewed items as rel-
evant and non-reviewed items as irrelevant. Due to the sparsity of
the dataset, we preprocessed it by retaining the top 10, 000 items
and discarding data of users having less than 10 interactions. Af-
ter the preprocessing, the total number of users was 4, 997 and the
dataset contained 90, 341 interactions for 9, 221 items.

4.2 Evaluation Metrics
In our experiments, we performed five-fold cross validation and
aggregated the results. First, we randomly selected 80% of observed
feedback as a training set to train models, and the remaining 20%
as the testing set for the trained models. To measure the perfor-
mance, we used three evaluationmetrics: the top-N prediction pre-
cision (Precision@N), the top-N prediction recall (Recall@N), and
the top-N item coverage (Coverage@N). We set Ipredu (t) as the pre-
dicted items of user u over a certain period of time t , and I trueu (t)
as the true list in the testing set. Prediction is performed for each
period of time t , and each user’s scores are aggregated over each

period. The top-N prediction precision is defined as:

Precision@N =
1
|U |

∑
u ∈U

1
|Tu |

∑
t ∈Tu

|Ipredu (t) ∩ I trueu (t)|
N

,

where |Ipredu (t)| = N , U is the set of users in the testing set and
Tu is the set of the period of time when interactions of user u are
observed. Similarly, the top-N prediction recall is defined as:

Recall@N =
1
|U |

∑
u ∈U

1
|Tu |

∑
t ∈Tu

|Ipredu (t) ∩ I trueu (t)|
|I trueu (t)|

.

The top-N item coverage applies to all the output that a recom-
mender system produces for a set of users. This metric is also called
the top-N aggregate diversity. In our experiment, this metric is de-
fined as:

Coverage@N =

∑
t ∈T |∪u ∈Ut Ru |

|T | ,

where Ut is a set of users whose interactions are observed at a
period of time t and Ru is the recommendation lists for user u, and
the length of the lists is N .

4.3 Comparison of Methods
To examine the performance of our proposed methods, we com-
pared them with conventional approaches. For the optimization
of our methods and base models of conventional approaches, we
selected the Bayesian personalized ranking (BPR) procedure [11],
which is one of the state-of-the-art methods for personalized item
recommendation. The model of BPR matrix factorization (BPRMF)
is formulated in Eq. 1. For the baseline of the conventional methods
that consider temporal aspects, we extend BPRMF incorporating
temporal item popularity, which is called BPRMF(t).
Personal PopularityTendencyMatching (PPTM) [10] is a greedy
re-ranking method that considers an individual’s personal popu-
larity tendency (PPT). It balances novelty and user preference by
matching the PPT of a recommendation to that of the users mea-
sured by earth movers distance (EMD), which is a distance metrics
between two distributions.
PersonalizedRankingAdaptation (PRA) [4] is a versatile greedy
re-rankingmethod that considers an individual user tendency suit-
able for multiple optimization goals. In our experiments, the opti-
mization target is set to EMD.
BPRMF(t)-pop is the method proposed by this paper in Eq. 2.
BPRMF-pop is the model that removes temporal item popularity
from Eq. 2.

To model PPT, the discrete distribution of the binned popularity
values of the items is required. In our experiments, we defined the
item popularity of the recommendations as the number of item oc-
currences in the top-N recommendation lists for the active users.
We used a log-scaled popularity histogram for discrete distribu-
tion. The parameters of all models were tuned so as to maximize
the accuracy metrics. In the case of conventional approaches, it is
known that a higher coverage setting reduces accuracy. Hence, we
selected the parameter value for which the coverage score became
close to that of our model.
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Table 1: Precision@10, Recall@10, and Coverage@10 scores
on Amazon.com Movies and TVs datasets (#factors = 300).

Methods Precision@10 Recall@10 Coverage@10

BPRMF 0.01349 0.07492 0.6464
+PPTM (c = 0.1) 0.01348 0.07487 0.6509
+PRA (Xu=5) 0.01274 0.07012 0.7029
BPRMF-pop 0.01359 0.07550 0.6528

BPRMF(t) 0.01521 0.09314 0.4939
+PPTM (c = 1) 0.01504 0.09047 0.5634
+PRA (Xu=5) 0.01308 0.07764 0.5605
BPRMF(t)-pop 0.01603 0.09569 0.5749

(a) дu vs. Precision@10 (b) дu vs. Recall@10

Figure 1: Plots of дu values versus Precision@10 and Re-
call@10. Each point is the average of evaluation metrics
with regards to the average of дu values of 100 users in de-
scending order of the дu value.

4.4 Experimental Results
Table 1 shows the results of the comparison between our method
and conventional approaches. The number of latent factors was
set to 300 and the number of items in a recommendation list to
10. In general, time-aware models improve accuracy and reduce
coverage compared with static models. Our model improved both
accuracy and diversity compared with the baseline in both static
and time-changing models. Particularly in case of time-varying
models, our model achieved significant improvement. This indi-
cates that considering temporal item popularity is essential to cap-
ture users’ tendencies. Our model outperformed conventional ap-
proaches in terms of accuracy with the same diversity level. There-
fore, ourmodel effectively captures users’ preference and their ten-
dencies toward item popularity.

We suppose that the interactions of userswithmainstream tastes
are easy to predict. As our model isolates users’ preference from
their tendencies toward item popularity, we can verify the idea
by analyzing the distribution of accuracy depending on the mag-
nitude of дu values. Figure 1 shows the plots of дu values versus
two evaluation metrics: Precision@10 and Recall@10; each point
is the average of evaluation metrics with regards to the average of
дu values of 100 users in descending order of the дu value. As can
be seen from Fig. 1, both Precision@10 and Recall@10 of the users
who have large дu values are high. Therefore, this result supports
our assumption.

We also investigated the relation between users’ purchase be-
havior, which corresponds to their tendencies toward temporal
item popularity, and our model’s recommendations. Table 2 shows

Table 2: The bi (t) and preference score of Top-5 Recommen-
dation of BPRMF(t)-pop for a user at time t . Actual user be-
havior (relevant recommendation) is bolded. Ranking is cal-
culated based on the training set. "-" means the item is not
in the training set.

(a) Item popularity orientation score дu = 0.69, a user likes popular items.

TopN
items

t = 3 t = 12

bi (t ) (#rank) Pref. score bi (t ) (#rank) Pref. score

1 4.17 (1) 0.06 4.63 (4) 0.041
2 3.95 (3) 0.02 4.33 (1) -0.017
3 3.73 (4) 0.02 4.14 (3) -0.017
4 3.62 (14) 0.10 4.10 (6) -0.028
5 3.67 (8) -0.02 4.04 (7) 0.012

(b) Item popularity orientation score дu = −1.19,
a user selects items which match user’s preferences.

TopN
items

t = 2 t = 3

bi (t ) (#rank) Pref. score bi (t ) (#rank) Pref. score

1 0.28 (1458) 2.29 -1.16 (1123) 2.60
2 -0.44 (1458) 1.98 1.70 (169) 2.83
3 -0.72 (-) 1.76 -1.13 (-) 1.69
4 -2.13 (1458) 1.47 1.75 (492) 2.17
5 0.36 (1458) 1.90 0.25 (492) 1.88

the examples that our model recommends popular items for the
user who likes popular items and vice versa. bi (t) score represents
item popularity at the period of time t and actual users’ purchase
is shown in bold in Table 2. As can be seen from the user’s pur-
chase behavior shown in Table 2-(a), the user tends to purchase
popular items. Our model learned such purchase behavior from
the user’s past purchases, and then evaluated the дu value of the
user as 0.69, which means that the user likes popular items. Our
model produced popular items for the user, which were ranked
in the top 20. On the other hand, the user in Table 2-(b) selected
items that match the user’s preference without regard to the items’
popularity. Our model captured the tendency from the user’s past
purchases and evaluated the user’s дu value as −1.19. Our model
recommended items that match the user’s preference regardless
of their popularity for the user. The preference scores are all high,
while the items’ rankings are various. Therefore, these results indi-
cate that our model captured the users’ popularity tendencies and
recommended personalized items appropriately.

5 CONCLUSIONS
In this paper, we proposed a novel approach for counteracting pop-
ularity bias, using MF-based CF incorporating individual users’
tendencies toward temporal item popularity. Our model isolated
users’ preference from popularity tendency clearly, and considered
temporal item popularity. The experimental results based on a real-
world dataset showed the efficacy of our model.

In future work, we plan to further verify the effectiveness of our
proposed model by using various datasets in different domains or
by learning other optimization methods for top-N recommenda-
tion.Moreover, aswell as item popularity, users’ tendencies toward
item popularity may change over time. We plan to investigate this
temporal phenomenon.
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