
Abstract 
This paper presents preliminary research aimed at 
gaining understanding about user preferences 
concerning electronic assistants. Our end goal is a 
system that not only plans the work, but also 
provides individual motivation for the user, which is 
a new approach. At this stage, we created a simple 
dialogue system Asystent to gather some basic data 
regarding successful human-computer cooperation. 
The system was evaluated through a user survey and 
received relatively high scores on friendliness, 
naturalness of interaction, helpfulness, and the 
ability to motivate the user to work. The results 
show that the implemented techniques, although 
rather simple, were effective in creating a dialogue 
system successfully cooperating with the user and 
motivating them to work. The testers’ comments 
provided valuable insight which will serve as 
guidelines for creating the actual dialogue system in 
the future. 

1 Introduction 
Human-to-human communication is a form of cooperative 
activity, depending on the interlocutors’ common beliefs and 
convictions [Jurafsky and Martin, 2000; Leech and Weisser, 
2003], their intentions and aims [Scott and Kamp, 1997], 
their knowledge, reasoning abilities and the way their 
utterances are relevant to the topic at hand [Leech and 
Weisser, 2003]. Similarly, a dialogue between a human and a 
computer can have a specific purpose. In the case of the 
system described in this paper, the main goal is to assist the 
user in completing their everyday tasks while also making 
sure the user is sufficiently motivated to do the work. The 
system was meant as a testing tool to verify our views about 
what constistutes a successful electronic assistant and about 
users’ preferences. We assumed that conducting a friendly 
conversation with the user, monitoring their work and 
striving to be being generally helpful will positively influence 
user satisfaction about the cooperation. We also implemented 
simple motivating techniques, like reminding the user to 
complete tasks or providing a simple reward for having done 
the work. The data gathered in this research is meant to be 

used later as the starting point for creating the actual program, 
of which the system described in this paper is a prototype. 

The paper is organized as follows. Section 2 presents 
related work on similar dialogue systems acting as electronic 
assistants. Section 3 characterizes the Asystent dialogue 
system, which was created for the purposes of the research to 
collect some data about user’s preferences. Section 4 presents 
the method and results of the evaluation. Section 5 discusses 
the results and includes remarks about further research 
directions. Section 6 describes our ideas for a motivating 
module that will be implemented in the final version of the 
system. Section 7 concludes the paper. 

2 Related Work 
Research in dialogue systems is a vast and quickly 
developing field. Recently, there have been proposed many 
innovative systems meant to interact with the user. Some of 
them are meant for general use and employ complicated 
algorithms for information retrieval to stay relevant to the 
topic of the conversation, for example [Yan et al., 2016] or 
[Higashinaka et al., 2014]. Others rely on spoken dialogue 
and the information that can be extracted from the speaker’s 
utterances about their intentions, for example [Liu and Lane, 
2016]. Smartphone-compatible dialogue systems, such as Siri 
[Apple, 2017] or Cortana [Microsoft, 2017] are widely used, 
and chatbots are becoming increasingly popular with 
businesses [Business Insider, 2016]. Moreover, there is some 
research into human-computer relationships in the field of 
dialogue systems [Bickmore and Picard, 2005]. 

The end goal of the research described in this paper is to 
create a task-oriented dialogue system that acts as both an 
assistant and a calendar. Related work in the field includes 
systems like SelfPlanner described in [Refandis and 
Alexiadis, 2011]. This system is a web-based calendar 
application integrated with Google Calendar and Google 
Maps that introdces a new method of planning and 
rearranging tasks, especially with respect to meetings. 
Another program similar to our system is Timeful [Bank et 
al., 2012]. It is a smartphone application acting as an 
electronic organizer, also cooperating with Google Calendar. 
The program tailors itself to the user and over time learns 
their working habits to better plan their tasks. A notable 
contribution to the field is the CALO project [DARPA, 2017] 
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aimed at creating an intelligent electronic assistant for the 
user. Related research in electronic calendars includes, 
among others, new methods of managing time between 
meetings in different geographic locations [Meisels et al., 
2014], integrating the calendar bar into the e-mail window 
[Rosenberg et al., 2014], adding tasks to the calendar via 
voice commands [Gustafson, 2013], improving visual 
representation of the calendar interface [Hurst and Morris, 
2016; Bisht, 2016] or extracting relevant information about 
the tasks from an ontology rather than directly from the user 
to improve interaction with the calendar application [Agnatis 
et al, 2016]. 

The survey of the field shows that the current main focus 
is to improve planning strategies and techniques in the 
calendar applications. However, providing a workplan for the 
user does not guarantee that they will complete the tasks. As 
far as we know, there has been little to no research into 
actually motivating the user to work. The end goal of our 
research is therefore creating an electronic assistant that not 
only would plan the user’s tasks and rearrange them 
accordingly, but also to help the user stay focused and 
motivated. To achieve this, first we test users’ preferences 
about cooperation with the system and the implemented 
motivating features. This is done via the dialogue system 
described in the next section. 

3 Dialogue System Asystent 
To create a dialogue system best tailored to the user’s needs, 
several evaluation stages have been envisioned. The system 
presented in this paper is a prototype using scripted dialogue. 
The main goal of the system was to test the users’ general 
preferences and indicate possible future develompents. As 
such, the evaluation results serve as guidelines for the next 
stage of the research. After analyzing the user’s opinions, we 
have successfully determined the direction of our future 
work. 

This section presents the dialogue system. The following 
subsections describe in turn the technical specification, goals 
of the system, the program’s implementation, and the 
cooperation taking place between the system and the user. 

3.1 Technical Information 
Asystent is a text-in-text-out dialogue system and was 
designed according to the structural approach to dialogue 
systems. As such, it relies on finite automata and a regular 
dialogue structure [Sadek and de Mori, 1998]. The initiative 
in the conversation is entirely on the system. It asks the user 
questions about the work and based on the answers gathers 
the data necessary for further operation. The data is stored in 
text files. Some additional files are created on the user’s hard 
drive when necessary. 

The system’s package includes a text manual. In crucial 
moments like introducing itself or the work beginning, the 
program offers to open the file for the user to read through. 

																																																													
1 The conversation is task-oriented and restricted to the topics 

crucial for completing the system’s goals. 

The user may still open the file manually at any other point, 
as the system informs him or her of the location of the file. 

Since the system was meant to serve as preliminary 
research and needed to be evaluated, the package distributed 
to the users contained an additional text file with the user 
survey. 

The package also contains simple sound files, which are 
utilized to signalize the need to answer a pending question 
from the program or to remind the user about tasks. 

The program was created in Python and uses the GUI 
window as user interface. 

3.2 Goals of the System 
The program is aimed at people who need motivation in their 
everyday work and who would like to have a personal 
assistant helping with their work. Specifically, the program’s 
main goal is to help users who have a workplan ready, but 
forget about the tasks or do not feel like completing them. 
The system serves as a motivating assistant for the user to 
ensure he or she actually does the work. The features of the 
program were decided after oral consultations with potential 
users to better suit their needs. 

The main goals of the program are as follows: 
• helping the user in creating the workplan; 
• reminding the user about upcoming tasks; 
• motivating the user to complete the tasks; 
• conducting a natural and friendly conversation1 with 

the user; 
• establishing a satisfying cooperation with the user. 

3.3 Implementation 
When the user launches the program, the system introduces 
itself to the user. This includes asking for the user’s name – 
which is then saved as text for later use – and offering to open 
the manual file. Then the program asks for the workplan for 
the day. All tasks on the plan need to be input in a way 
specified in the manual (but not necessarily in a chronological 
order), which includes name of the task, time when the task 
begins in HH:MM format, and time allocated for completing 
the task in minutes. The program sorts the tasks 
chronologically according to the HH:MM data given by the 
user, and checks against any overlaps. If there are none, the 
plan is accepted; if some tasks overlap, the program asks the 
user to modify the plan and conducts checking for the new 
plan. All modifications are made through the GUI window. 
The steps are repeated until the plan gets accepted. The 
program then displays the workplan in its window, showing 
the starting time and name of each task. The plan is also 
stored in a separate file. 

After that, the user is asked to fill in information about 
rewards. A reward is a website or a file on the hard drive – 
for example an e-book – that the user would like to open in 
their spare time after completing a task. The user is asked to 
provide a simple name for the website or file – for example 
FB for Facebook – for the program to easily recognize what 
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it needs to open, without the need to type the whole url 
address or path again. An example is given fore the user to 
know how to do this. The user inputs the data in the GUI 
window and the program stores it in a text file. Each line of 
the text consists of the short name and the full address of the 
website or file, essentially becoming a two-item list. All later 
operations on this data are therefore conducted as operations 
on lists. 

When the work actually starts – which may be 
immediately after creating the workplan or any time later – 
the program greets the user by name and informs him or her 
of the current date and time. Then it displays the workplan 
again and asks for confirmation. This is the last chance for 
the user to make changes to the plan. The new plan is checked 
against overlaps in the same fashion as the original plan. 

Next, the program asks whether the user would like to 
turn on the sound reminder functions. The first function 
signalizes an upcoming task. A few minutes before the task 
begins, the program reminds the user that there is a task 
approaching. If the user wants to use this function, he or she 
is asked to input the number of minutes before the task when 
he or she wants to be reminded. The second reminder 
signalizes the time allocated for a task coming to an end. 
Similarly, the user inputs the number of minutes when the 
sound should ring before the task ends. 

All information concerning time is displayed in HH:MM 
format. To ensure that the program displays it at appropriate 
times, a time-matching function is employed. This function 
matches current time extracted from the OS with the time 
given on the workplan for each task, and when both pieces of 
data match, the program displays corresponding information 
about the task at hand beginning or ending. This function 
checks for matches every 10 seconds. Similarly, the reminder 
functions work with the time-matching function, with the 
selected number of minutes being incorporated into the 
calculations. For example, if a task begins at 14:10 and the 
user wants to be reminded about it 5 minutes before, the 
program recalculates the string “14:10” into minutes, 
subtracts 5, recalculates this again into HH:MM format and 
then checks for matches with current time in the OS. If a 
match is detected, the program displays a reminder and 
activates the alarm. 

To avoid disturbing the user, for both reminder functions 
only the sound is played, but the program does not maximize 
the GUI window. As a result of the aforementioned oral user 
survey, the reminder functions were made optional. The user 
can use both, one of them or neither. Additionally, some tasks 
– like, for example, sending an e-mail – may last shorter than 
the time decided for the second reminder function to ring 
before the ending of the task. In such cases, the alarm does 
not ring. The user is informed about this beforehand in the 
manual. 

Next, the program displays the time when the first task 
begins. 

The following steps are then executed for all tasks on the 
workplan list: 

• reminding the user about the upcoming task (if the 
user opted to use this feature); 

• signalizing the task starting and informing the user 
about the amount of time allocated for the task; 

• reminding the user about the task coming to an end (if 
the user opted to use this feature); 

• signalizing the task ending and asking whether is was 
completed; 

• if the task was completed, it is added into the file 
containg a list of completed tasks; the user then may 
opt to open a website as a reward; 

• if the task was not completed, it is added into the file 
containing a list of failed tasks; 

• notifying the user about the time the next task starts; 
this step is not executed if the previous task was the 
last one on the workplan list. 

After the work is finished, the program summarizes the 
day by displaying both the completed and the failed tasks 
lists. Both lists are stored as text files for the user to access at 
any time in the future. Next, the program asks for an opinion 
about the cooperation, thanks the user for working with him 
and turns itself off after saying goodbye. 

The system included a reminder for the user to fill out the 
survey just before the program turned off. This feature was 
only present for the purposes of evaluation and will be 
removed once the research is completed and the final version 
of the program is created. 

Figure 1 shows a screenshot of the program’s interface 
containing some interaction with the user. The first picture 
presents the interface in its original language, which was 
Polish, although the program could easily be adapted into 
other languages as well. The second picture is the English 
translation of the first picture’s content. 

3.4 Cooperation with the User 
Asystent was created to test users’ preferences about 
cooperation with an electronic assistant. As the research is 
preliminary, the system implements simple techniques 
merely to test whether this behavior would be accepted by 
users and whether it should be implemented in the actual 
program. We tried to make the system as friendly, motivating 
and helpful for the user as possible and then evaluated 
implemented techniques. 

The system saves all the user’s tasks, indicates issues with 
the workplan, stores information about both completed and 
failed tasks, reminds the user about upcoming tasks and 
summarizes the work done throughout the day. This is 
reminiscent of the work of a human assistant or secretary. 
Moreover, to avoid disturbing the user, the program works in 
the background; whenever there is a message from the 
system, only the corresponding sound is played, but the GUI 
window is not maximized. The system also keeps the 
conversation to the minimum. This makes it similar to an 
electronic organizer. 
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Asystent implements several different techniques to make 
the conversation natural. One of them is using colloquial2 
language in the dialogue. Another one is introducing variety 
to the conversation script. Even though all the dialogue is 
predetermined in the program code, for most utterances there 
exist a few (usually 3) varieties carrying the same meaning; 
at apropriate points in the conversation, the system chooses 
one at random. All the options are roughly the same in terms 
of semantics and register, but this lets the program avoid 
repetition. Most of all, the program’s utterances come with a 
few second’s delay after the user’s answers; we decided to set 
the delay to two seconds in most places. This serves to imitate 
an actual human interlocutor and was inspired by online 
chatting applications. Usually when using a communicator, 
the other person responds after a few moments that it takes 
them to think about the answer and type it into the 
application. Asystent is technically capable of responding 
immediately, but the delays have been included into the code 
so that the conversation would feel more natural. 

To minimize the number of errors occuring due to invalid 
input of the data and to give the user some freedom in their 
word choices, Asystent usually gives the user possible 
answer options for the question, but will recognize some 
other answers with similar meaning, which we input into the 
code. For example, even if the program expects the answer 
ready, it will still recognize the answer ok, which might seem 
more natural for the user. 3  Furthermore, to recognize the 
answer, Asystent does not differentiate between upper and 
lower case letters, and only needs the first few characters of 
the word. This was implemented to avoid errors arising from 
spelling mistakes, which tend to occur with longer words. 
The only strictly restricted input format applies to writing 
down the tasks and the website url addresses; this was 
neccessary for the program to be able to process them, which 
was unavoidable for this system. 

The users’ response to all the above features, whether 
positive or negative, was meant to give us some general idea 
about the direction in which we should develop the actual 
system. 

Figure 2 illustrates the flow of conversation between the 
user and the system. The utterances in italics imitate the 
system’s utterances. They convey the meaning of the actual 
utterances that were too long to include in the figure. Dotted 
arrows mark transitions between stages performed for every 
task on the workplan except for the last one. 

The number of turns in the conversation varied depending 
on the number of tasks input by the user, but generally stayed 
within the 45-60 range. 

 

																																																													
2 Although the level of formality in communication may greatly 

differ for a human assistant depending on their relationship with 
their boss, we opted for colloquial utterances to create the feeling of 
familiarity with the user. 

3 All the options (three on average for every possible utterance) 
were written manually into the code by the authors. 

Figure 1: Asystent's interface. 
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	 	 Figure 2: Cooperation with Asystent.	  
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4 Evaluation  
The program was evaluated through a user survey that came 
with the system’s package. The users were allowed a few 
days to test the program and then were asked to complete the 
survey. Whenever there were issues with the program’s 
functioning, the users were allowed to contact the author for 
help. However, the testing itself was not supervised; the users 
installed Python and launched the program on their own 
personal computers, and interacted with it without any 
assistance from the author. 

There were seven users (5 females and 2 males) aged 21-
30 who completed the evaluation survey. Six of them had 
previous experience with Python, which may have helped 
them handle cooperation with Asystent. The participants 
were not paid for their efforts. Moreover, while we recognize 
the need of a bigger-scale evaluation, no other participants 
were available at the time of conducting the tests. 

Asystent was evaluated on a 5-point scale, with 1 being 
the lowest and 5 being the highest score, on the following 
criteria: 

• naturalness of interaction; 
• helpfulness; 
• flexibility of dialogue; 
• friendliness; 
• ability to motivate the user to work; 
• quality of the cooperation. 
All the criteria were explained in detail in the survey to 

avoid confusion. The following paragraphs include a rather 
faithful paraphrase of the wording used in the user survey for 
the explanations of each criterion. 

Naturalness of interaction meant being able to imitate a 
human interlocutor. Most users gave Asystent rather high 
ratings in this regard. Four users gave it 4 points and one user 
gave it 5 points. The other two people rated it at 3 points 
(mean value: 3,9 points). 

The program was regarded as helpful if the users felt that 
it had useful features making their work easier and if it did 
not disturb them. This aspect received mixed ratings. Three 
people gave the program 5 points, two 4 points and the other 
two 3 points and 1 point respectively (mean value: 3,9 
points). 

Flexibility of the conversation, defined as the dialogue not 
giving the impression of being strictly pre-defined, was the 
lowest rated aspect. Three people gave the system 2 points, 
one person 3 points, two 4 points and only one person gave it 
5 points (mean value: 3,1 points). 

Friendliness, on the other hand, was rated best. The 
program was regarded as friendly if it was able to create a 
nice working atmosphere and assisted the user to the best of 
its abilities. Four people gave it 5 points and the other three 3 
points (mean value:4,1 points). 

Asystent was also rather motivating. This was measured 
by the user’s personal impression that they completed more 
tasks compared to when working alone. Three people gave 
the program 5 points, two 4 points and the other two 3 points 
and 1 point respectively (mean value: 3,9 points). 

The last criterion – the quality of the cooperation – was 
measured by whether the program was a good assistant and 
whether the cooperation went smoothly. This is another 
aspect that received mixed ratings. Three people rated it at 5 
points, two 3 points and the other two 2 points and 1 point 
respectively (mean value: 3,4 points). 

The survey also contained a question whether the users 
would like to work with Asystent in the future. Four people 
answered positively. According to them, Asystent has an easy 
user interface, provides motivation and is useful. The three 
people who would not work with Asystent again claimed that  
the user interface was unattractive graphically and that there 
occurred many errors during the work. Some errors were 
caused by software incompatibility and will be discussed in 
more detail in the next section. Other problems occurred 
when the user input a utterance the system did not recognize 
or if the workplan was not input in the format specified 
previously in the manual. 

Table 1 presents the overview of the user’s ratings. 
The survey also included two open questions regarding 

the user’s opinion about the cooperation and about the issues 
with the program. Most often, the users described errors 
arising from the incompatibility between Asystent and their 
version of the text editor, which resulted in the data not 
getting written into files and thus being unusable. Moreover, 
an error meant that the program needed to be relaunched, 
which was rather tiresome. One user indicated that they found 
some instructions of the program unclear. Furthermore, on 
occasion the users’ answers were unreadable for the program 
and as such generated errors or misunderstandings. For 
example, the program recognized a positive answer as a 
negative one or did not recognize the answer at all, so it 
remained idle until a proper answer was typed in. Yet another 
user indicated that, despite clear instructions, they turned off 
the program during work and left the house, hoping to be able 
to resume the cooperation after returning. This was not 
possible for this version of the program, so the user’s 
satisfaction dropped significantly.  

Positive comments praised Asystent for being easy to use, 
helpful with organizing work and motivating. One user 
complimented the reward system of opening a website of 
choice, because it imitated this user’s usual habit of only 
switching to relaxing activities after having completed a task. 

The users’ comments included suggestions about 
adapting the program for various operating systems and 
mobile devices such as smartphones. Other proposed 
improvements regarded the graphical form of the user 
interface and the possibility to plan more than one day ahead, 
which was not included in this version of the system. One of 
the users also advised to reduce the number of conversation 
turns and to include the feature of turning off the delays, 
because the dialogue becomes tiresome during consecutive 
launches of the program. 

5 Discussion and Further Developments 
The results of the survey indicate that the system was rated 
rather well. All the aspects received a mean score above 3 
points, which was the middle of the scale, and four of six 
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criteria had a mode value of 5, which is the highest score. 
Especially high ratings were given for helpfulness, 
friendliness, being motivating and the quality of the 
cooperation. Naturalness of interaction also scored high. This 
means that, while some improvements are necessary, some 
features of the system can be implemented in the actual 
program to increase user satisfaction. Moreover, most users 
would like to work with Asystent again in the future. 
Therefore, it can be concluded that the program did well in 
its role as an assistant. We also saw that users responded well 
to a more interactive calendar application, which is an 
important finding for our future work. 

However, not all users were satisfied with the program. 
The users who gave it the lowest ratings were also the ones 
who encountered most errors. The errors were mainly caused 
by the incompatibility of the program with some versions of 
text editors – which Asystent used to store the data – and with 
Mac OS, as it was written for Windows. 4  As such, their 
dissatisfaction most likely stems from technical issues rather 
than from the poor performance of the program as an assistant 
and consequently has no bearing on the main topic of the 
research, which was testing users’ preferences about an 
electronic assistant. Moreover, User 5 in particular stood out 
as the most dissatisfied with the program, and the ratings 
given by this user do not correspond to ratings given by other 
users regarding the respective criteria. It is possible that this 
user’s ratings were particularly low because they encountered 
especially many errors with the program and as such can be 
seen as unusual. Other users gave the system rather different 
ratings, as is reflected in the median and mode values given 
in Table 1. Removing User 5’s ratings from statistics raises 
mean scores on helpfulness, friendliness and quality of 
cooperation by as much as 0,4 points each. This paints a 
different picture of the users’ general satisfaction with the 

																																																													
4 There was only one user who attempted to launch Asystent on 

Mac OS. After they notified the authors, the program’s code was 

program. However, we still recognize the need to eliminate 
the described issues. 

The lowest scores were given for flexibility of the 
conversation. Since the system was rather simple, this was a 
necessary cost. The comments about the structure of the 
conversation – like there being too many turns or the 
initiative being entirely on the system – indicate possible 
directions of developing the actual system. To increase the 
flexibility of the conversation, the program could, for 
example, use an annotated corpus of utterances and choose 
its questions and answers based on the flow of the 
conversation at any given moment. Another possible solution 
would be to make the program gather and store user data like 
name, previous workplans, completed and failed tasks, user 
preferences regarding work, and so on, and use this 
information in all further conversations. This would also 
mean modifying the structure of the dialogue accordingly. 

Other potentially useful features would be displaying the 
workplan on command at any point during the work, turning 
the reminder functions on and off whenever desirable, and 
providing a graphic representation of the user’s progress. The 
last feature is especially important for adapting the program 
to smartphone operating systems. While the system described 
in this paper required working with a computer, it seems 
reasonable to assume that most users would like a more 
portable program, perhaps in the form of a smartphone 
application. This need came especially clear through the 
comments of the user who terminated the program mid-work 
to pursue outdoor activities. Putting the program on a 
smartphone would enable users to report any progress with 
work on the spot without having to wait to get home and turn 
on the computer to connect to the program’s database. 

The information gathered from the user survey helped 
decide main directions of development for the future system. 
Those include increasing flexibility of the conversation and 

adapted in their version of the package, but as it took several trials 
to work properly, the user’s satisfaction dropped. 
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N
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H
elpfulness 

Flexibility 
of dialogue 

Friendliness 

M
otivating 
to w

ork 

Q
uality of 

cooperation 

W
ould use 
again 

1 27 F yes 5 5 2 5 5 5 yes 
2 29 M yes 3 3 2 3 3 3 no 
3 30 M yes 4 4 5 3 4 2 no 
4 28 F yes 4 5 4 5 5 5 yes 
5 28 F yes 4 1 3 3 1 1 no 
6 21 F yes 4 5 4 5 4 5 yes 
7 27 F no 3 4 2 5 5 3 yes 
   Mean 3,9 3,9 3,1 4,1 3,9 3,4  
   Median 4 4 3 5 4 3  
   Mode 4 5 2 5 5 5  

Table 1: Results of Asystent’s evaluation. 
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of the input data (for example by utilizing a large corpus), 
reducing the number of turns in the dialogue, devising a 
graphically attractive user interface and adapting the program 
to various operating systems, especially those meant for 
smartphones. Another crucial development will be allowing 
the user to plan for more than one day, for example for a week 
or for a month, which was not possible in the simple testing 
program used for this research. Moreover, the system should 
have a feature similar to Timeful’s ability to plan the tasks 
itself instead of putting most of the planning work on the user. 
Our experiment, while simple and small-scale, helped us 
identify and understand all the users’ needs described above. 

6 Remarks on Motivating Techniques 
One of the main goals of our future system is to be able 

to motivate the user to complete the planned tasks. Although 
the ability to do this was one of the highest rated aspects of 
the current version of the system, this feature can and must 
still be improved. One of the possible directions of improving 
this aspect of the program could be including a motivating 
module that adapts to the user’s individual needs. Motivation 
is a complex psychological concept and as such different 
people are motivated in diferent ways. For example, some 
people may be motivated by the friendly approach Asystent 
had, but others may need a more strict assistant. We 
understand this as a difference between the system playing 
the part of a supportive friend and a strict boss, and 
implementing the aforementioned difference as utilizing 
different utterances taken from the corpus. Perhaps for the 
former group the system could praise them for completing a 
task while the latter group would prefer a system that rebukes 
them a lot for being late with their work (although those two 
are not mutually exclusive, what we mean here is the different 
percentage of “praises” and “rebukes” in the system’s 
utterances for both groups). Another potential discrepancy 
could arise between users who work slowly but steadily 
throughout a prolonged period of time and those who are 
motivated by time pressure and only complete all the work 
right before the deadline. For those users the system would 
plan their tasks on the timeline accordingly. Finally, some 
users might prefer an assistant who quietly records their 
progress, while others might be more motivated by a program 
that reminds them about the tasks multiple times a day. For 
the latter group, the system’s reminder functions would be 
much more active that for the former group. All these 
illustrate the motivating factors that we would like to take 
into consideration for our future program, although this list is 
by no means complete. 

To understand each user’s preferences, the system would 
need to track information like: what percentage of the tasks 
was completed? Does the user work every day or do they skip 
some days? Does the user use the reminder functions? Does 
the user catch up with overdue work or does it keep piling 
up? Is the user’s progress stable for a longer period of time or 
is it different every day? Does the user respond well (i.e. do 
they make more progress) to the current verbal strategy (for 
example “praises” versus “rebukes”)? What is the time 

distance between the completion of a task and its deadline?, 
and so on. 

It is crucial that the system tailors its motivating methods 
to the individual user. This will be achieved by creating a 
general list of motivating factors and allowing the system to 
adjust their weights based on observing the user’s activity and 
productiveness. While this might be difficult without relying 
on self-reports from the users, our system could calculate the 
user’s effectiveness as a function of the percentage of 
completed tasks and time that it took to do the work based on 
the input from the user, thus providing a more stable tool of 
evaluating the progress. The system could also periodically 
ask the user to rate the level of their motivation and, while 
comparing the self-reported motivation level to the observed 
effectiveness level, the system could adjust its motivating 
techniques until the results are optimal. 

To be able to compare the two, we will need to obtain a 
general idea about how the self-reported motivation level 
relates to the observed effectiveness level. Perhaps a good 
solution would be to first release a version of the system that 
lacks any motivating techniques. We could observe the 
correlation rates between motivation and effectiveness levels 
in users not influenced by our motivational module and 
establish an equation based on the gathered data. Then we 
could use this version of the program as the baseline for 
comparison to the end-goal program that will implement 
motivating techniques. In this way we could observe whether 
the motivating module made a difference in the user’s 
performance. 

7 Conclusions 
The research described in this paper served as a testing phase 
for different ideas for the development of an electronic 
assistant. We presented a simple dialogue system acting as an 
assistant for the user in their everyday work. The program 
served as a testing tool for building an actual electronic 
assistant and was evaluated in detail through a user survey. 
The results clearly show that it was able to accomplish its 
main goals, which were conducting a friendly and natural 
conversation with the user and being helpful and motivating 
in completing the pre-planned tasks. The system was rated 
well as an assistant, which was the primary goal of the 
research. It scored lower as a dialogue system, especially on 
the flexibility of the conversation. However, this was 
unavoidable with such a simple system. The evaluation 
helped indicate numerous potential developments, which will 
be implemented in the actual program in the future.  
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