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Abstract. The web of things provides a steadily increasing amount of
both real-time and historic data sources. Yet widespread standards are
missing and the heterogeneity of data formats and communication pro-
tocols makes the integration of such sources a challenging task often
requiring for manual programming effort.

This paper presents a novel, lightweight semantics-based approach to
quickly connect heterogeneous data sources to stream processing sys-
tems. Our main contributions are i) a new model to represent char-
acteristics of data streams and data sets such as schema and quality
independent from the actual run-time format, ii) generic data adapters
and methods to automatically discover these characteristics at runtime
and iii) a distributed architecture to pre-process (e.g. clean and filter)
raw data coming from these adapters directly on the edge before data is
processed by a stream processing engine.

Our contribution eases the ingestion of batch and real-time data into

unified streaming architectures.
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1 Introduction

In recent years, emerging trends such as the web of things have led to an
enormous data growth. For instance, manufacturing companies more and more
gather, besides existing data sources such as master and customer data, also
massive amounts of real-time data sources coming directly from shop floors. At
the same time, the web benefits from many data sources that are publicly made
available by means of open APIs.

One major benefit of this trend is the ability to integrate and process such
sources in real-time as a basis for advanced analytic operations, enabling com-
panies to find correlations such as incident patterns early or even ahead of time.

From an information management perspective, architectural patterns such as
publish /subscribe systems have gained popularity, enabling enterprises to estab-
lish so-called data backbones that collect data in a single, yet distributed mes-
saging system such as Apache Kafka [1]. At the same time, modern distributed



streaming engines such as Apache Flink [2] are able to process both real-time
and historical data in a unified streaming architecture. Such architectures, also
known as Kappa architecture [3], reduce the effort to deploy and maintain two
different code bases for batch processing of historical data and stream processing
for quickly computing real-time views required by other Big Data architectures
such as the Lambda architecture [3].

However, a still remaining open problem is the accessibility and ingestion of
data sources into such architectures for further processing. The development of
adapters for individual data sources is still a highly manual task [4] due to the
heterogeneity of protocols and diversity of data formats. This usually requires
for both technological expertise as well as domain knowledge to understand the
meaning of gathered data. The main objective of this paper is to reduce the tech-
nical effort for the integration of new data sources into a big data streaming-only
infrastructure by introducing a semantics-based adapter concept. This objective
poses a number of technical challenges and requirements that need to be consid-
ered:

— Temporal Aspect: Adapters need to be able to handle both real-time and
historical data.

— Adapter Configuration: A solution must provide a higher level of abstrac-
tion to enable domain experts to configure adapters, which still requires a
lot of technical understanding.

— Data Cleaning: Since adapters are often long running processes, they
should ensure that the quality of the data does not change over time.

— (Edge) Pre-Processing: Simple pre-processing steps such as filtering, trans-
forming or aggregating data should be executed locally close to the sensor
to avoid sending noisy data to the messaging system.

This paper is structured as follows: In section 2, we present a motivating sce-
nario that illustrates the need and general approach of our contribution. Section
3 introduces an event model we developed for both raw-data and semantically de-
scribed virtual sensors. After defining the model, section 4 describes the adapter
architecture and illustrates how a new adapter can be modeled. Finally, section
5 presents the related work followed by section 6, conclusion and outlook.

2 DMotivating Scenario

This section provides an illustrative scenario that shows the challenges that
must be solved when integrating multiple heterogeneous data sources with a
single adapter concept. As an example we will present how an adapter for a
new temperature sensor on an oil rig is created. The events are stored in a
message broker, like Apache Kafka, and can then be used by other systems like
StreamPipes! [5] to build and execute processing pipelines, shown in figure 1.

! http://streampipes.fzi.de
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Fig. 1: Example: Functionality of the adapter

To create a new adapter, the user makes use of a model editor, which realizes
a guided process where the user has to provide mandatory information about the
data in a graphical interface. As a first step in the modeling process, it must be
defined what kind of data should be processed: Real-time data or historic data
(e.g. a CSV file). In our example, we assume that the temperature sensor origi-
nates from a real-time data source. Afterwards, the communication protocol for
accessing the data source needs to be selected based on several available options.
In our example, the temperature sensor provides a REST interface that must
be polled every second. The modeling process is semi-automatic and the system
tries to guess as much as possible, like the format of data and semantic content.
This is done based on the available meta data or by extracting sample data from
the source. Once the adapter has been initialized, raw data is processed in the
pipeline according to rules that are inferred from the model and is transformed
into the virtual sensor representation. In our example, the pipeline filters out all
events with a temperature higher then 350. This rule is automatically created by
the framework due to the RDF description of the virtual sensor which describes
the measurement range to be lower then 350. Furthermore, the raw data event
is transformed into JSON. Finally, events are emitted by the adapter and put
onto a message broker. They can then be consumed by processing engines, like
for example StreamPipes or Apache Spark [6].

3 Event Model

This section introduces an RDFS-based event model, which is based on the
Semantic Event Producer model of |7, section 7.3] and further re-uses parts
of the Semantic Sensor Network Ontology [§8] and the QUDT Ontology [9] for
representing measurement units. We present two variations of the model, the



raw data model and the virtual sensor. The raw data model is a subset of the
virtual sensor model, which contains only basic information about the data.
Both models can be seen in figure 2, with the raw data model highlighted in
bold. The event model is instantiated in a design phase, once a new adapter is
being created by a domain expert.

The raw data model has two types of data sequences, a Data Set and a Data
Stream, each of them has a grounding, the protocol and a format. Further, it has
a simple event schema that consist of a runtimeName, for example the column
name of a CSV table, and the according runtimeType, the type of data that
is stored in the table column (e.g. String or Integer). Besides primitive types,
an event schema can also describe nested structures and lists. Additionally, a
measurement unit for properties can be provided (e.g. temperature measured in
degrees celsius or fahrenheit).
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The virtual sensor has a more detailed semantic description as shown in
figure 2. The Data Sequence is produced by a Data Producer. Further qualities,
like the frequency of a Data Sequences can be described and it has one event
schema, consisting of multiple EventProperties. They can have different Prop-
ertyQualities (e.g. accuracy or precision of a sensor measurement), a runtime
name (often the same as the runtime name of the raw data model), and a do-
main property for example "http://schema.org/location’. Properties might also
be modeled as lists or nested structures. The FEventPropertyPrimitives have a
runtime type and a unit. The Functionality Enumeration can be used to mark a
property for example as a timestamp. Furthermore, the ValueSpecification can
be used in order to restrict possible values of the property.

4 Adapter Architecture and Modeling

This section describes the runtime-architecture of the adapters. Adapters are
modeled via a graphical user interface by a domain expert and are automatically
instantiated.

Figure 3 shows the different components of the adapter architecture. In the
beginning, a data converter has the main task to establish a connection to the
data source, collect data and transform it into the internal raw data format. After
data is available in the internal format, it is transformed into the virtual sensor
data representation via the raw data pipeline. This pipeline is explained in more
detail later in this section. The last component of the adapter is a broker, where
virtual sensor events are sent to in order to be consumed by other applications
and tools. All adapters have two interfaces, one for accessing real-time data and
one for providing the schema description. Data set adapters have an additional
interface to start a data replay and to serve data from different time-slots to
multiple consumers. This is not needed for real-time data since all events are
immediately emitted as they are produced.
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Fig. 3: Architecture of the adapter



4.1 Raw Data Pipeline

Each adapter has its own individual raw data pipeline. Those pipelines are cre-
ated automatically according to the model defined by the user and consists of
multiple processing agents, which are based on previous work we have imple-
mented in StreamPipes. A user can use and configure the agents via a graphical
user interface. In this work, agents are configured automatically according to the
model description.

Within a pipeline, multiple data transformations can take place. In general,
our idea is to use the defined semantics to automatically transform data during
runtime. Such transformations could be enrichments with context information,
filter out unreasonable values and transformations to ensure that the result-
ing events always have the same schema and quality. The first component in
a pipeline is always the source providing raw-data while the last one is always
a sink that writes the virtual sensor values to the resulting broker. Currently
there is support for five kinds of agents in the pipeline, a structural transformer,
a unit transformer, a filter, a frequency reducer and a schema agent. Agents are
developed in a way that it is possible to add more at a later point in time. First,
we will describe the structural transformer agent:

Structural Transformer Agent The task of the Structural Transformer Agent
is to transform the internal raw-data representation into the structure required
by the virtual sensor. This is done via mappings between the two model schema’s.
One example would be to a flat data structure into a nested structure or vice
versa. Another example could be to flatten a property list into primitive proper-
ties. All operations are performed on the internal format and are inferred from
the models based on the provided runtime name. At runtime, each data point is
transformed individually in a stateless manner.

Unit Transform Agent The Unit Transformer Agent uses the unit informa-
tion of the EwventPropertyPrimitive to automatically provide the correct mea-
surement unit. Users only need to model the structure of the required format
for the event property and the system automatically transforms the data. This
is accomplished using the QUDT Ontology [9], that provides information about
different units and also contains a conversion formula for individual conversions.
First, the measurement values are transformed into a standard metric, afterwards
this standard metric is further transformed into the goal unit.

Filter Agent The Filter Agent filters data values out that are not compatible
to the virtual sensor description. Filter rules are extracted from the semantic
model, for example the PropertyQualities and the ValueSpecification as described
in section 3. For instance, if a quantitative value has a modeled range from 0 to
10 and the measured value is 11, the system infers that this is a false value and
can automatically remove it from the output stream. This agent ensures that
data consumers can expect only semantically correct data, which reduces the
probability of run-time errors.



Frequency Reducer Agent This agent changes the frequency of the data,
according to the actual values of the properties. When the user activates this
agent during the design phase, all values of the events are monitored during
runtime. If the agent detects that values of the events do not change over a
period of time, the frequency for emitting new events is reduced. With this
agent, it is possible to reduce the amount of data sent over the network without
loosing information.

Schema Agent Some information about the stream must not be modeled by
the user, but is inferred automatically at run-time. In this case, the schema
description is adapted accordingly. This agent does not transform data, it mon-
itors runtime data and changes the schema description. Two such examples are
frequency and latency of the produced events. These values are measured at
runtime and are constantly updated in the schema description.

5 Related Work

Integrating semantic web technologies and big data streaming architectures is
becoming more and more relevant. One example is Strider [10], which consumes
data from Apache Kafka and uses Apache Spark to optimize query planning.
Our approach is complementary and could be used to easily integrate new data
sources into Kafka and process it with this framework.

There are also other solutions leveraging from semantic data models for
streaming data from sensors like for example [11], the sensor middleware for
OpenloT [12]. The authors use the SSN ontology and also have the concept of
virtual sensors. One difference is that we mainly use semantics during the design
process to automatically transform data later during runtime, but we do not
focus on processing RDF data at runtime.

A programming model that is related to our overall architecture are foglets
[13]. This architecture consists of a central cloud computing instance and several
edge nodes located closer to the sensors in the networking stack. With foglets, it is
possible to distribute programs across all the computing instances and perform
some processing steps on edge nodes an some in the cloud. Our approach is
similar, but our programming model is more lightweight as we clean data directly
on the edge nodes, where no further programming is required.

6 Conclusion and Outlook

In this paper, we presented a framework for data adapters that are capable of in-
gesting real-time and historic batch data into unified stream processing engines.
We introduced a lightweight, RDFS-based model for raw data sources and an ex-
tended model to represent virtual sensors. These models can be instantiated by
domain experts with little technical knowledge using a graphical user interface.



Based on these models, our contribution consists of a generic adapter architec-
ture to automatically consume, pre-process and harmonize data. Our approach
bridges the gap between a large variety of data sources and the processing engine
that performs the actual algorithms.

In our future work, we plan to further extend our framework by supporting

more protocols and formats and also extending the (semi-) automatic transfor-
mation capabilities of our raw-data pipeline.
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