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Abstract. We provide a new way for anonymising a heterogeneous graph
containing personal identifiable information. The anonymisation algo-
rithm is called k− RDF-neighbourhood anonymity, because it changes the
one hoop neighbourhood of at least k persons inside an RDF graph so
that they cannot be distinguished. This enhances the privacy of persons
represented in the graph. Our approach allows us to control the loss of
information in different parts of the graph to adjust the trade-off between
full privacy and data utility. In particular, we can control the weight-
ing of subgraphs induced by individual properties as well as the weight-
ing of attributes represented by literals. To the best of our knowledge,
our approach is the first one which considers all subgraphs of an RDF
graph at the same time during the anonymisation, instead of projecting
the graph into its subgraphs, anonymising each subgraph separately, and
them merging the anonymised subgraphs again. In addition, our approach
allows partial anonymisation of RDF graphs, for use cases in which only
specific entity types need to be protected. We conducted an experiment,
which shows that the overall loss of information after anonymising the
graph is smaller, if the anonymisation takes all parts of the graph into
account, instead of focusing only on either the structure or only on the
attributes of the graph.

1 Introduction

The Resource Description Framework as part of Linked Data can be used to build
an open accessible heterogeneous RDF graph. Therefore, if this graph contains
personally identifiable information it is sometimes desirable to anonymize only a
part of the graph. Hence, we aim to enable both complete anonymisation of an
RDF graph as well as partial anonymisation.

For example, imagine a heterogeneous RDF graph, which describes people and
their political views. This graph could be of public benefit, because it could be
used to automate the process of calculating statistics. For instance, what per-
centage of people in a certain area agrees with gun ownership or gay marriage.



However, this is sensitive information about an individual and should not be
public knowledge. As a consequence individuals in such a data set should be
anonymized so that their privacy is preserved. However, such a heterogeneous
graph may also contain data about persons of public interest, for instance pub-
lic figures, celebrities or politicians. Especially the political views of politicians
should be of public knowledge so that regular people can look them up and make
decisions in the context of elections, e.g. based on shared values and political
views. Thus, in such use cases it is desirable to only anonymize persons who are
not persons of public interest, but to not anonymise politicians and celebrities.

In addition, the anonymization of heterogeneous graphs is more challenging
than the anonymization of homogeneous graphs, because heterogeneous graphs
have more than one edge and vertex type.

Our goal is to develop and implement an anonymization approach to anonymize
heterogeneous RDF graphs containing personal identifiable information which al-
lows controlling the trade-off between data utility and full privacy. This trade-off
will be measured through information loss when comparing the original graph
and the anonymised graph.

We evaluate our approach experimentally by anonymising data with our algo-
rithm in two different ways: first we set the weights in order to prioritise preser-
vation of the social network structure within the data set, which follows the
state-of-the-art approaches for anonymising RDF data in the same way as social
networking data. Then we repeat the anonymisation step, by setting the weights
of our algorithm to prioritise all subgraphs as well as all literal properties equally.
We then compare the anonymisation results by measuring the loss of information
for each part of the graph as well as on overall. This allows us to measure if our
algorithm can be tuned in regards to the loss of utility both for parts of the RDF
graph as well as for the overall loss of utility.

In this paper, we present abbreviated versions of the algorithms which are
described in full in [1].

The remainder of this paper is structured as follows: In Section 2 we pro-
vide an overview of the background in regards to anonymisation by summarising
the state of the art for anonymisation of tabular data and heterogeneous graphs
such as RDF and Linked Data. Then in Section 3 we describe our approach for
anonymising heterogeneous graphs by combining structural and attribute-based
anonymisation, which we call k − RDF-neighbourhood anonymity. Next, we de-
scribe the evaluation of our approach in Section 4. We explain the experiment
design, the data generation, and our results from measuring the loss of informa-
tion. Then we discuss our approach and our evaluation results in Section 5, and
conclude the paper in Section 6 with a summary and a list of future work.

2 Background

In this section, we provide an overview of the background in regards to anonymi-
sation by summarising the state of the art for anonymisation of tabular data and
heterogeneous graphs such as RDF and Linked Data.



Overall related research stresses the importance and the growing demand for
privacy. However, it also lays out that sharing datasets containing personal infor-
mation can be of benefit. Therefore, it is important to protect privacy through
anonymization.

In particular research in the area of anonymizing homogeneous social net-
work graphs shows the feasibility of anonymization techniques and that there are
several ways how to do it.

Researchers concerned about the privacy in the Semantic Web community
noticed that the benefits of Linked Data and Semantic Web technologies, such
as portability and linkability, also make de-anonymisation of individuals easier.
The reason for this is that de-anonymization attacks match and link data, which
is one of the core principles of Linked Data. Nevertheless, research in the field of
anonymizing heterogeneous RDF graphs suggest that ideas used for the anonymiza-
tion of homogeneous social network graphs like k-anonymity can be transferred
to RDF graphs.

2.1 k-anonymity

Anonymization emerged as relational datasets had to be shared and the privacy
of entities inside those datasets had to to be protected [2]. The most well-known
approach to protect against the identifiability threat is the idea of k-anonymity
[2]. The input is a single table, where a row represents an entity and a column an
attribute. For instance, a relational health care dataset could be composed out
of 4 attributes: the name, the age, the living place and the disease of a person.

A dataset is said to be k-anonymous, if and only if each row is indistinguish-
able from at least k − 1 other rows. For this, a row is divided into 3 parts, into
its identifiable attributes (IA), quasi identifiable attributes (QIA) and sensitive
attributes (SA) [2].

IAs are suppressed (removed), since they can identify the entity directly. IAs
are for example the name or the social security number of a person.

QIAs are generalized. Generalization is the process to blur QIAs of a row
such that the data has still some utility left. This is done because a QIA does
not directly identify an entity. However, QIAs can identify an entity when they
are combined.

For instance, a study conducted in the United States of America found that
87% of the population is uniquely identified by the combination of three attributes
[2]. These attributes are the gender, the date of birth and the 5-digit zip-code.
That is why it is important to generalize QIAs and it is not sufficient to just
suppress identifiable attributes.

Approaches which implement k-anonymity leave sensitive attributes unmod-
ified during the anonymisation process, because these attributes are important
for the dataset to be released in the first place. For example, if a medical institu-
tion wants to conduct research on disease patterns in certain areas the attribute
“disease” is very important. However, the identity of a person is not important.
Therefore, hospitals or other institutions releasing such information to the public
for research purposes, will leave the sensitive attributes unchanged.



2.2 Anonymization of Homogeneous Graphs

[3] gives a broad overview about available research and divides research regarding
the topic of this section into two categories. The first category is called clustering
based approaches and the second one is called graph modification approaches.

The idea of clustering based approaches is to summarize vertices to one
(clustered) super vertex. These approaches generally will shrink the graph but
also remove all structure between them [3]. Zheleva et al. [4] propose two clus-
tering based anonymization approaches. However, the goal of these approaches
is not to prevent re-identification but to protect sensitive relationships. The cor-
responding threats are called link-ability and disclosure of information [5]. A
combination has been proposed by Campan and Truta [6].

In contrast, graph modification approaches rely on the deletion and ad-
dition of nodes or edges to change the structure of a graph to satisfy different
conditions. [3] divides graph modification approaches into randomized graph con-
struction approaches, such as k-degree anonymity [7], and greedy graph modifi-
cation approaches, such as k-neighborhood anonymity [8].

Liu et al. [7] proposed k-degree anonymity. This approach shows one possible
way of transfering k-anonymity from tabular data to graph data. It is a random-
ized graph construction approach, which aims to modify the graph, such that
every vertex has the same degree as at least k− 1 other vertices. This is achieved
by computing the smallest number of edges which have to be added so that k ver-
tices have the same degree. Afterwards that number of edges is randomly added
to satisfy the condition. This approach minimizes the loss of information.

Zhou et al. [8] proposed k-neighborhood anonymity, which is satisfied, when at
least k nodes have the same one-hop neighborhood. Their approach is categorized
as a greedy graph modification approach, since they greedily add edges to similar
neighborhoods to make them the same. In addition to this, they search for similar
neighborhoods to reduce information loss.

2.3 Anonymization of Heterogeneous Graphs

The research paper from Radulovic et al. [9] proposes an anonymization frame-
work for the Resource Description framework. They state that since an increasing
amount of RDF data is shared, privacy issues are expected. Moreover, there are
already existing privacy concerns. For example, the paper “Privacy Concerns of
FOAF-Based Linked Data” by Decker et al. [10] discusses that spam e-mails could
be generated out of an FOAF based dataset.

Radulovic et al. [9] proposed an approach called k-RDFanonymity. The ap-
proach is based on k-anonymity. The idea is that a resource can not be distin-
guished from at least k − 1 other resources. The work does not state any pseudo
code and does not refer to any implementations. However, they describe different
anonymization operations, which can be used to implement k-RDFanonymity [9].
The approach targets a subset of resources. They refer to them as entities of
interest (EOI). They state that anonymizing heterogeneous RDF graphs are more
complex than homogeneous graphs, because information regarding the EOI can



occur in the different places and forms [9]. They can occur in the subject URI,
in the data type value, subject URI, object property value and more complex
scenarios [9]. Furthermore, they describe one information loss metric similar to
the one used for k-neighbourhood anonymity [8].

A different approach for anonymising heterogeneous graph data, called k-
neighbourhood anonymity, is proposed by Zhuyan Lin [11]. We will describe it in
more detail in section 3.

Rachapali et al. [12] extended SPARQL with a new query form called SAN-
ITIZE, which consists of a set of sanitization operations and used to sanitize an
RDF graph. The provided language helps in implementing privacy features for RDF
data during SPARQL queries.

3 k − RDF-neighbourhood anonymity

As we combine and extend ideas from both Zhou et al. [8] and Radulovic et
al. [9], we call our approach k-RDF-Neighborhood Anonymity. The idea of our
approach is that the one-hop neighbourhood of a resource which is going to be
anonymized is indistinguishable from the one-hop neighbourhood of at least k−1
other resources.

On a conceptual level, our goal is to develop a greedy heterogeneous graph
modification approach. We choose a graph modification approach instead of a
graph clustering approach, because a graph clustering approaches remove all in-
formation between clustered nodes [3]. However, we aim to preserve as much
structure of the graph after the anonymisation as possible, as our objective is to
release a graph instead of just graph metrics.

We identified that most anonymization approaches try to reduce the loss of
information in only one structural part. However, in general social network users
also have attributes. We call this the attribute part. One part of research ignores
that user inside a social network have attributes. The other part of research
generalizes them based on the previously computed structural anonymization.

In order to reduce the computational complexity and thus the total run-time
of our algorithm, we restrict the anonymization to the one-hop neighbourhood
of resources with type foaf:Person. This idea was proposed by Zhou et al. [8],
who also introduced the idea of anonymization weighting parameters.

However, their approach is not designed for heterogeneous graphs and mod-
ifications are required. To make these modifications, we include ideas presented
by Radulovic et al. [9]. They proposed k-RDF-Anonymity and presented dif-
ferent anonymization operations, which can be used to implement the idea of
k-anonymity for heterogeneous graphs.

3.1 Overview of algorithm

The steps of our k − RDF-neighbourhood anonymity algorithm are as follows:

1. Compute a minimal string for each EOI representing its one hoop neighbour-
hood.



2. Search in a greedy way for k similar strings under the objective of reducing
loss of information.
(a) Take the one-hop neighborhood of the un-anonymised vertex with the

highest degree.
(b) Compute a similarity value between this neighbourhood and all other one

hoop neighborhoods which are not marked as anonymized.
(c) Select the k-1 most similar neighbourhoods.

3. Modify the graph by changing all k identified one-hop neighbourhoods so
they are indistinguishable within the graph.

4. Repeat 2 and 3 until all EOIs are marked as anonymized.

In the following we provide abbreviated descriptions of the anonymisation
criterion, of the neighbourhood code computation and similarity, and of the graph
modification. The full details can be found in [1].

3.2 Anonymisation criterion

We say a heterogeneous RDF graph Ghe = (V,E, fv, fe) is anonymized, if all enti-
ties of interest (EOI) are anonymized. We define an EOI to be a vertex associated
with the type FOAF:person.

In addition to that, we say an EOI is anonymized, if there are at least k − 1
other EOIs having the same one-hop neighbourhood, where k ∈ N. We call the
set of EOIs having the same one-hop neighbourhood an equivalence class.

The one-hop neighbourhood of a vertex v ∈ V is defined as follows:

Definition 1 The heterogeneous graph G1hop(v) = (V1hop, E1hop, fv, fe) is said
to be the one-hop neighbourhood of a vertex v ∈ V of Ghe = (V,E, fv, fe), if
G1hop(v) is a subgraph of Ghe. Specifically, let V1hop be the set of all vertices
vo ∈ V that are directly connected with v including v itself. Moreover, let E1hop

be the set of edges connecting v with vo ∈ V1hop. In addition to that, E1hop also
contains all edges, which connect vertices in V1hop among one another.

3.3 Neighbourhood code computation

Since our approach frequently compares one-hop neighborhoods, it would be in-
efficient to frequently conduct isomorphism tests. The reason for that is that
there is no known polynomial time algorithm for the general graph isomorphism
problem [8]. Therefore, we generate a string we call the full neighborhood code
(FNHC), which we use to compare neighborhoods in a more efficient way.

To compute the FNHC we divide the input graph
G1hop(v) = (V1hop, E1hop, fv, fe) into three neighborhoods: (1) the attribute neigh-
bourhood NHCa; (2) the human collaboration neighbourhood NHChc; and (3)
the social neighbourhood NHCs. For each neighborhood we generate a neigh-
borhood code (NHC). We put them together in a defined order to obtain the
FNHC. For the attribute and collaboration neighbourhood the NHC is the
result of lexicographically ordering all strings representing entities in the neigh-
bourhood of the person and then concatenating them.



For the NHC representing the social neighbourhood, we use the approach
developed by Xifeng et al. [13]. Their idea is to calculate all possible depth first
search trees (DFS-trees) for each subgraph Gsi and vertex v ∈ V . After that they
are encoded and the minimum DFS code is searched. The ordered concatenation
of the minimum depth-first-search-tree codes of each subgraph results in the
string NHCs. Two social network neighborhoods are isomorphic, if their NHCs

codes are the same according to [13] . This also applies to the FNHC, which is
the concatenation of NHCa,NHChc and NHCs.

3.4 Similarity of neighbourhood codes

The similarity value between two one-hop neighborhood graphs is the sum of the
similarity of each substring of the full neighborhood code NHC.
sim(FNHC(G1hop(v)), FNHC(G1hop(u))) is the weighted sum of four different
similarity values.

The similarity value is composed of four parts. The age similarity, the
based near similarity, the project similarity and the knows similarity.
Each individual similarity function takes the intrinsic properties of the strings
representing that specific neighbourhood into account.

The combined similarity value for two one-hop neighborhoods is computed by
the following function:

sim(FNHC(G1hop(v)), FNHC(G1hop(u))) = α · simage + β · simbased near

+ γ · simproject + δ · simknows

3.5 Modification of one-hop neighbourhood

The graph modification algorithm generalizes n vertices by changing the hetero-
geneous graph Ghe = (V,E, fv, fe) so that vertices T = {v1, ..., vn} ⊆ V form an
equivalence class. The graph modification algorithm starts by changing Ghe so
that v1 and v2 are generalized and create an equivalence class EQ = {v1, v2}. Af-
ter this the equivalence class is expanded by one additional vertex v ∈ T , where
v /∈ EQ. Next we change Ghe so that v1 and v are generalized. This process
generally changes G1hop(v1). To adjust to the new changes we have to update all
other one-hop neighborhoods of vertices vi ∈ EQ, where vi 6= v1, such that v1
and vi are generalized. We expand the equivalence class until each vertex of T
has been added, such that EQ = {v1, ..., vn}. If n ≥ k we can call each vertex in
EQ anonymized.

We say v, u ∈ T with v 6= u are generalized, if the age attributes, the
based near attributes, the current project structures and the knows struc-
tures are generalized so that FNHC(G1hop(v)) = FNHC(G1hop(u)).

Generalization of RDF graphs should not add false information to the graph.
Hence, we delete edges and not add edges as it is proposed by [8]. Moreover, this
idea is in compliance with the open world assumption. The open world assumption
is that a missing statement can also be true, if it is not contained in the dataset.



We assume the deleted edge labeled with FOAF:knows connects vertices a, b ∈
V . Moreover, let G1hop(a) be the one-hop neighborhood of a and G1hop(b) the
one-hop neighborhood of b. Then we have to update all full neighborhood codes
of V (G1hop(a)) ∪ V (G1hop(b)).

3.6 Pseudo-code for whole algorithm

In this section we describe how the previously explained steps are combined in
order to anonymize a heterogeneous RDF graph Ghe = (V,E, fv, fe). The inputs
for this algorithm are: an equivalence class size parameter k ∈ N, weighting
coefficients α, β, γ, δ ∈ R+, anonymization percentage parameter p ∈ [0, 1] and a
heterogeneous RDF graph Ghe.

Algorithm 1 Pseudo-code for the Anonymization algorithm: k-RDF-Anonymity

1: procedure k RDF Anonymity(Ghe, k, p, α, β, γ, δ)
2: EOIs← select all vertices with type FOAF:persons of Ghe and randomly select
p percent.

3: for all v ∈ EOIs do
4: compute FNHC(G1hop(v))
5: remove identifiable attributes
6: change the label of v such that the name in it is removed.
7: end for
8: while EOIs.size > 2(k − 1) do
9: target← v ∈ EOIs with G1hop(v) such that there is no G1hop(v′) with higher

degree
10: EOIs.remove(v)
11: sim list ← empty list
12: for all u ∈ EOI ′s do
13: sim list ← add sim(FNHC(G1hop(target)), FNHC(G1hop(u)))
14: end for
15: best fitting vertices ← empty list
16: for all i ∈ {1, ..., (k − 1)} do
17: u ← find minimum in sim list and save associated vertex u
18: best fitting vertices ← u
19: sim list.remove(u)
20: end for
21: graph modification(best fitting vertices ∪ target)
22: EOIs.remove(best fitting vertices)
23: end while
24: graph modification(EOI ′s)
25: return Ghe

26: end procedure

The algorithm first selects all vertices representing persons of Ghe and then
selects a subset of them based on the input p. This simulates that there are some
individuals, who want all their private information released. All other vertices
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should be anonymized. We call these vertices entities of interest (EOI). The next
step is to compute for each vertex v in EOI a full neighborhood code as explained
in section 5.1. We also remove all identifiable attributes v has. Moreover, there
might be some identifiable information in the resource URI. Therefore, we change
the label of the vertex so that this kind of identifiable information is removed.
After this we greedily select k vertices and anonymize them.

We select the vertex target ∈ EOIs, which has the biggest one-hop neigh-
borhood, because this is the neighborhood, which could introduce the highest
amount of information loss. We compute a similarity value between target and
all other vertices in EOI and select k−1 vertices with the smallest similarity value,
because they reduce the information loss. We save them in a list called sim list.
The corresponding decision problem is the substructure similarity search prob-
lem and proven to be NP-hard in [8]. The last step is to generalize the set of
vertices sim list ∪ target with the graph modification algorithm. We repeat this
until each vertex in EOI is anonymized.

4 Evaluation

We evaluate our approach with an experiment using synthetic data. Then we
anonymise the data set using our algorithm in two different ways. We then com-
pare the anonymisation results by measuring the loss of information for each part
of the graph as well as on overall. This allows us to measure if our algorithm can
be tuned in regards to the loss of utility both for parts of the RDF graph as well
as for the overall loss of utility. Figure 1 shows an overview of our evaluation.

For the evaluation, we will compare two different sets of weights for the algo-
rithm. The first set of weights prioritises the preservation of the social network
structure within the data set, which follows the state-of-the-art approaches for
anonymising RDF data in the same way as social networking data. Then we re-
peat the anonymisation step, by setting the weights of our algorithm to prioritise
all subgraphs equally as well as all literal properties.

4.1 Data generation

We evaluate our anonymization algorithm using a heterogeneous RDF graph us-
ing the Friend of a Friend (FOAF) vocabulary. We specifically use the FOAF



vocabulary, because a graph using FOAF links people and information together.
It can be seen as a combination of social networks, representational networks and
information networks 3. In order to model a classical social networking graph,
we use the property foaf:knows to represent edges in the social graph, and the
class foaf:Person to represent vertices.

Unsuitability of BTC data: Our main objective is to develop an anonymization
approach protecting the identity of a person in a heterogeneous RDF graph. There-
fore, we looked for a graph containing personal identifiable information as well
as social network connections between persons. The most promising dataset we
found is the Billion Triples Challenge 2009 Dataset (BTC) [14]. The entire dataset
contains at least 1 billion triples and is 17GB large. Due to restrictions on the
available server infrastructure, we used the reduced version with a size of 2.3 GB.

However, during preparation of our experiment, we discovered that the BTC
data set is unsuitable for our experiment. The BTC dataset contains approxi-
mately 290.000 resources defined as foaf:Person and 310.000 triples having the
property foaf:knows as predicate. However, the majority existing instances of
foaf:Person are not connected to each other. This results in a large number
of disconnected graph components regarding the FOAF data contained in the
BTC data. In addition, most of the foaf:Person instances on have either social
connections or attributes, as contained in the BTC data. Taken together, both
factors result in the BTC data being unsuitable for our experiment. In order
to simulate anonymisation of social network data for a heterogeneous graph, we
require one single, giant, connected component given by the social connections
in addition attributes being present for a sufficient percentage of vertices in the
connected component.

Therefore, as the BTC data set did not contain data fulfilling both of these
requirements, we used synthetically generated data for our experiments.

Generation of synthetic data: For our evaluation, our approach is to generate a
synthetic FOAF based dataset describing persons. In our dataset a person has
a name, an age and a living place. The name serves as an identifiable attribute,
while the other two serve as quasi identifiable attributes. Moreover, persons know
each other. This forms a social network and is generated based on the social
network parameters.

We use two different property types in our graph, which are foaf:knows and
foaf:currentProject. This makes the RDF graph a heterogeneous graph in the
formal sense.

In addition to that, persons are engaged in projects. A person can be engaged
in multiple projects. This forms a bipartite graph between persons and projects.
This graph is generated based on the human collaboration parameters.

The information network is a heterogeneous RDF graph using the geonames
vocabulary representing city regions, districts and the federal states of Germany.
This kind of information is used to give a person a living place and is important
for the anonymization, since it represents a semantic hierarchy of places.

3 http://xmlns.com/foaf/spec



Our data generation algorithm generates 2n persons and assigns them a ran-
dom real world name. Then we compute a social network among them, which
consists of m edges. To achieve this, we use an algorithm called Recursive Matrix
(R-MAT) [15]. In particular this algorithm uses four input variables, which can
be adjusted to generate different types of networks. We adjusted them so that
it computes a small world network having a power law vertex degree distribu-
tion. In addition to that, the R-Mat algorithm naturally calculates communities.
In a community, which exactly consists of 2(n−rd) persons, each person has the
same living place and a random age based on a uniform distribution between 20
and 80. Furthermore, we generated a random bipartite graph between persons
and projects. Each person is involved in at least min projects and at most max
projects.

For our evaluation, we generated 10 different graphs for the anonymization
phase. For each graph we generated n = 28 = 256 person resources and m =
3 ∗ 256 = 768 FOAF:knows edges. The reason why these parameters are so small
is high complexity the algorithm which computes the full neighbourhood code.
In addition we generated n2 = 15 different projects and associated a person with
at least min = 3 projects and a maximum of max = 7 projects. We chose the
recursion depth rd = 5, such that at least 23 = 8 people are associated with the
same living place. We saved each graph as a turtle file.

4.2 Parameters of our algorithm for the evaluation

As described in the listing of the algorithm in Section 3.6, our algorithm requires
the following parameters: α as the weighting parameter for the age attribute
similarity; β as the weighting parameter for location similarity; γ as the weighting
parameter for the collaboration structure; and δ as the weighting parameter for
the social network structure.

For the first evaluated version of our algorithm, we used the parameters (α =
0, β = 0, γ = 0, δ = 1). This parameterisation forces the algorithm to compute
the anonymisation solely based on the social network structure, which in turn
prioritises preservation of the social network structure, while changing as much
within the collaboration structure and the attributes as required.

In contrast, the second evaluated version of our algorithm uses the parameters
(α = 1, β = 1, γ = 1, δ = 1). This parameterisation requires the algorithm to give
equal priority to all parts of the graph. So the social network structure is preserved
equally well as the collaboration structure and the attributes.

Anonymisation percentage: We chose the parameter p to be 0.95 for all the
anonymizations. The result is that 0.95 ∗ 256 = 243 individuals are anonymized
and 0.05 ∗ 256 = 13 not. In addition to that, for each anonymization associated
with the same graph we chose the same 243 resources with type FOAF:person.

4.3 Evaluation metric: Information loss

The loss of information is calculated by comparing the output of the anonymiza-
tion algorithm Gheout

with the input graph Ghein . Let G1hop(v) be the one-
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Fig. 2. Results of the evaluation: we compare two parameterisations of our k − RDF-
neighbourhood anonymity algorithm using information loss as a metric.

hop neighborhood of v ∈ V (Ghein) and G1hop(u) the one-hop neighborhood of
u ∈ V (Gheout

), where lv(v) = lv(u). Moreover, the type of v and u is FOAF:Person
and u has been anonymized.

Then the information loss is the similarity value between the G1hop(v) and
G1hop(u). We sum all similarity values and divide the output by the number of
vertices having type FOAF:persons in one graph.

However, we normalize the similarity value of the project similarity and the
knows similarity so that they are not the number of removed edges. The project
similarity is divided by the number of vertices in the project neighborhood of
G1hop(v). The knows similarity is divided by the number of edges in the knows
neighborhood of G1hop(v). This means the project similarity and the knows sim-
ilarity are values between 0 and 1.

The final output is the sum of the average loss of information for each of the
four parts of the graph, which results in a value between 0 and 4, where smaller
is better.

4.4 Results of evaluation

Figure 2 presents the results of our evaluation. We compare two parameterisations
of our k − RDF-neighbourhood anonymity algorithm using information loss as a
metric. On the right are the results of focusing on the preservation of the social
network structure of the RDF graph. On the left are the results when all sub-
graphs and literal properties are weighted equally in regards to their preservation
after anonymisation.

The x-axis shows values of k between 3 and 7, where k is the size of equivalence
classes generated for the one-hop neighbourhoods in the equivalence class. All
neighbourhoods within an equivalence class are indistinguishable from each other.
The parameter k is an indicator of how strong the anonymization is. In the



context of our evaluation we expect larger values of k to perform worse than
smaller values.

The y-axis shows the total combined average information loss over all parts of
the graph. As there are four parts and as the maximum information loss per part
is 1, the maximum combined information loss is 4. In addition, the individual
information loss for each part is also show, as indicated by the colour for each
part listed in the legend on the right. If the information loss value is 1, this means
all information is lost, whereas 0 means no information is lost. Therefore smaller
information loss is better in the context of our evaluation.

The results clearly show that the overall loss of information is smaller for the
parameterisation of the algorithm which weights all parts of the graph equally
for the purpose of data preservation during the anonymisation process. This can
be seen by the generally lower combined average information loss on the right
hand side of the diagram.

In addition, we can observe for both parameterisations of the algorithm, that
the loss of information increases in a linear way to 1 with rising k. The loss of
information is always smaller for the parameterisation with equal weight for all
parts for the same value of k.

We stated previously that we expect, if the anonymization is concentrated
solely on one part, the loss of information should be small in that part and high
in every other part. This is clearly visible when looking at the results on the left
hand side, which shows that the parameterisation of the algorithm which gives
preference to the social structure generally reduces the information loss on that
structure. The white parts at the top of the bars are much shorter than all other
three parts of the bars.

Therefore, to have good data utility we propose that anonymization should
not be concentrated solely on one part of the graph. To the best of our knowledge
we are the first ones to make this statement and present experiment results
supporting this statement.

Summary of evaluation: The evaluation of that data resulted in the knowl-
edge that an anonymization, which solely concentrates on one part of the network,
achieves low loss of information in that part but high loss of information in every
other part. This decreases the data utility, because the overall loss of informa-
tion is high. However, we observed that the overall loss of information is always
smaller, if the anonymization is concentrated on multiple parts. This observation
answers the research question, if anonymization should be based on solely one
part or multiple parts.

5 Discussion

We will now discuss the differences of our anonymisation algorithm with regards
to the algorithm on which it is based. In addition, we will discuss our preliminary
results of evaluating our anonymisation algorithm by de-anonymising the results
in order to measure how good the anonymisation was.



5.1 Extensions of Zhou et al.s approach

We introduced k-RDF-neighborhood anonymity, which is based on the approach
proposed by Zhou et al. [8]. They proposed k−neighborhood anonymity. More-
over, our approach additionally uses ideas of research presented in the related
work section.

The main extension of our approach in comparison to Zhou et al., is that our
approach is designed to anonymize a heterogeneous graph. The approach of Zhou
et al. is designed to anonymize a homogeneous graph. While we only show how
to anonymise a heterogeneous RDF graph with two link types, our approach is
inherently extensible to an unlimited number of link types. However, this will also
increase the computational complexity and run time of executing the algorithm.
Further differences are:

– Our approach assumes a directed graph, whereas Zhou et al. assume an undi-
rected graph.

– Our approach is designed to do partial and full anonymization. Their ap-
proach is designed to do full anonymization.

– We delete edges and they add edges to satisfy the anonymization criteria. We
note that deleting edges is more complicated, since the associated neighbor-
hoods could be split. We do this because the idea of generalization is to not
introduce false information. Therefore, to be consistent in that respect we
delete edges. In addition it is in compliance with the open world assumption
of RDF semantics.

– We assume that each vertex is uniquely identified by its vertex label. They
assume that the vertex label is the quasi identifiable attribute. Their assump-
tion reduces the complexity.

5.2 Preliminary results of de-anonymisation experiment

We performed an additional experiment in which we implemented a de-anonymisation
algorithm in order to have an additional way to measure the performance of dif-
ferent parameterisations of our anonymisation algorithm.

De-anonymisation algorithms require so-called “background data” in order to
re-identify the persons in an anonymised data set. In our case, we took the original
input data for one iteration of our experiment, and removed a number of random
edges and vertices. This modified data set then was used as the background data
for the de-anonymisation algorithm to re-identify the persons in the partially
anonymised output of our k-RDF-neighborhood anonymity evaluation.

In general, there are two families of de-anonymisation algorithms, which are
(1) guessing-based and (2) matching-based de-anonymisation [16]. The later is in
generally more powerful and provides better accuracy during the re-identification
however it also requires solving more complex implementation issues in order to
implement it [16] [17]. Therefore we used a guessing based de-anonymisation
approach during our preliminary experiment. However, we only achieved unsatis-
fying re-identification rates using our guessing based de-anonymisation algorithm,
and will revisit the topic in future work.



6 Conclusion and future work

In this paper we proposed an anonymization algorithm for heterogeneous RDF

graphs containing personal identifiable information. It protects the identity of
persons by generalizing the graph. More specifically, our greedy anonymization
algorithm finds k similar one-hop neighborhoods of persons and changes them so
that they cannot be distinguished. This step is repeated until each person, which
wants to stay private, is anonymized. Our anonymization process results in the
loss of information. The loss of information is measured by comparing the input
graph with its anonymized version.

The difference between a heterogeneous graph and a homogeneous graph is
that a heterogeneous graph consists of multiple edge types and vertex types.
Therefore, the graph has multiple parts. For example a heterogeneous graph can
contain a social network and a human collaboration network. Moreover, attributes
of persons can be included in the same heterogeneous graph as well.

Our anonymization algorithm can concentrate solely on one part or multiple
parts of the input graph. On which part or parts the algorithm is concentrated on
we specify with weighting parameters. The result is that the loss of information
drops in the parts that have been targeted for preservation.

We presented the results of an evaluation, which showed that our algorithm
can be tuned to preserve the information of one or all parts of a heterogeneous
RDF graph. Moreover, we observed in the experiment data that anonymizations,
which are concentrated on solely one part of the input graph, achieve low loss of
information in that part but high loss of information in every other part. This
results in an overall high amount of loss of information.

In addition, we observed that the overall loss of information is lowered by
weighting the preservation of multiple parts of the input graph highly. There-
fore, we hypothesize that the anonymization of a heterogeneous graph should
always be concentrated on multiple parts to achieve a good trade-off between
data utility and loss of information. However, the priority could be to reduce the
information loss in a specific part of a heterogeneous graph as much as possible
with disregard to the overall loss of information. Therefore, an anonymization
algorithm should have the ability to be adjusted for such different settings. Our
anonymization algorithm allows for prioritisation of parts of the graph through
setting its weighting parameters.

In addition, we showed that our algorithm is able to provide partial anonymi-
sation of a graph as well.

For future work, we will investigate improvements to both our de-anonymisation
algorithm implementation and our experiment design. In particular we are plan-
ning to implement a matching-based de-anonymisation algorithm in the future.
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