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Abstract. This paper is devoted to present language independent architecture
of robust word vectors. The robustness for typos is burning demand of current
industry, regarding the social networks, instant messaging, etc. This architecture
is designed to be indifferent to typos like switching, extra letters, and missing
letters. The experiments on paraphrase corpora for three different languages are
demonstrating the applicability of the proposed approach in noisy environments.
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1 Introduction

The problem of user input data is widely known: the typos, the errors, wrong word
usage, etc. To handle this issue there exist bunch of different tools like embedded spell-
checkers on websites’ input forms, but severity of this problem just growing larger,
especially with wide usage of mobile devices with small and/or simplified keyboards.

On the other hand word vectors had become very popular past years in variety of
tasks, like text classification, paraphrase detection, sentiment analysis, etc. But to use
this word vectors the user input should be cleared from the noise. To address this issue
we present the novel architecture of word vectors proof to specific type of noise - the
missing or surplus letters in words.

To demonstrate generality of proposed approach there were chosen languages from
different types: English as (almost) analytical, Russian as synthetic flexive, and Turk-
ish as synthetic agglutinative. The task to test the approach against was chosen to be
paraphrase identification, since in this task there is a natural metric - paraphrase or not
for every pair of sentences. The addition of some noise to these pairs is enabling us to
compare different architectures on noise robustness.

The formal contribution of the paper is:

Introduction of robust to typos word vector architecture.
Results of testing on Russian Paraphrase Corpus.

Results of testing on Microsoft Research Paraphrase Corpus.
Results of testing on Turkish Paraphrase Corpus.



2 Related work

Some of results presented in this work have previously been presented as workshop pa-
per [Malykh16]. This paper is broadening the previously presented results by additional
language (Turkish) and additional experiments on other languages.

The presented architecture is based on previous works of Tomas Mikolov [Mikolov13],
[Joulin16l]. Both of the mentioned works are lacking the support of out of vocabulary
(OOV) words, which could be the issue with noisy input. The group where belongs au-
thors of previously mentioned works also proposed another approach [Bojanowskil6],
where the issue of OOV words has been resolved by composing word vector by sum-
mation of vectors for n-grams, from which word letter representation consists of. Our
approach differs in a that way, that our model creates embeddings of the words on-the-
fly, basing only on their letter representation, so we have no explicit vocabulary in our
model.

Close idea was presented in corrupted word reconstruction task for english language
in the work [Sakaguchil6f], where the authors demonstrate stable recognition of vocab-
ulary words. Our approach is using related initial word representation BME.

2.1 BME

The Begin-Middle-End (BME) representation is related to Begin-Intermediate-End (BIE)
representation from work [Sakaguchil6]]. The BME representation is broadening BIE
representation by addition of three instead of one initial and ending characters. This is
more suitable for languages with rich morphology, like Russian or Turkish: for example,
in Russian language an affix has average length of 2.54 [Polikarpov07].

22 LSTM

Our approach is based on Long Short-Term Memory cells described in original paper
[Hochreiter97].
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here o is the logistic sigmoid function, W* W7, W° W¢ are recurrent weight ma-
trices and I%, I, 1°,I¢ are projection matrices. The u, f, and o are denoting update,
forget, and output gates in LSTM cell respectively. And c denotes memory cell related
variables.

The main idea of usage of recurrent neural nets is to exploit their memorising abil-
ity for the context, since we are supposing that word meaning is highly correlated



with meanings of the surrounding words, following so called distributional hypothe-
sis, which for the best of author’s knowledge firstly appeared in [Rubenstein65]]. This
relates our model to word2vec approach, which is also heavily relies on context in cre-
ation of word vectors.

2.3 Corpora

For the Microsoft Research Paraphrase Corpus has a lot of previous work published.
Few of them should be mentioned due to their word vector usage: additive composi-
tion of vectors and cosine distance achieved 0.73 accuracy in 2014 [Milajevs14] and
recursive neural nets using syntax-aware multi-sense word embeddings achieved 0.78
accuracy in 2015 [Chengl3]). For the relatively full list of works on this corpus we’re
referring the reader to ACL websitd]

For the Russian Paraphrase Corpus there are two available works: [Loukashevich17]]
and [Pronozal6]. The latter paper is devoted to construction the corpus and has no pre-
sented baseline method for the pask of paraphrase identification itself. And the former
work is using SVM methods for the task of paraphrase detection with a result in com-
parable (two class, non-standard) track of 0.81 of F1 measure.

Surprisingly there is no previously published works on the Turkish Paraphrase Cor-
pus, despite that it is partially available for quite a time to this day.

Also it should be explicitly stated that proposed model does not pretend to be com-
pared in the paraphrase detection task, this task is used to demonstrate the robustness to
noise property of presented word vectors.

3 Architecture

A few words should be spoken about the BME representation. B part of the repre-
sentation consists of one-hot encoding for first three letters, E part consists of one-hot
encoding for last three letters, and M part is the sum of one-hot encoded vectors for all
the letters in the word. Finally this representation is used as initial input for our model.
The graphical representation of BME representation is presented in the bottom of figure
[2] where the while architecture is also presented.

The model itself consists of two Fully-Connected (FC) layers and three LSTM lay-
ers. The first FC layer is used as mapping from input BME representation to fixed-size
vector. This vector is fed to LSTM layers, which are responsible for handling the context
in the training. The top layer of the model is also FC, which produces final fixed-size
vector used as embedding for target word.

The training is followed the procedure for continuous bag-of-words (CBOW) pro-
posed in [Mikolov13|]. I.e. the model is fed by window size of surrounding words, and
is supposed to produce a vector for target word. The target word vector is then com-
pared to context words vectors and some distant word vectors by the means of cosine
similarity. The visual representation of training process is given at figure

"https://aclweb.org/aclwiki/index.php?title=Paraphrase_
Identification_ (State_of_the_art)
“ This figure is taken from Tensorflow.org.
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Fig. 1. Negative Sampling

3.1 The Negative Sampling

Negative Sampling technique is used in the CBOW training process for speedup and
we also use it. Originally, the negative sampling comes from work [Smith05], but we
are using definition of negative sampling according to [Mikolov13|]:

L(z) = log(z e_s(””’““)) + log(z es(”’“’f)) 2)
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where C is the set of indices of words in context for word . The context is defined as
words in predefined window, surrounding the given one. s(z, w) is a similarity scoring
function for two words. In our model it is cosine similarity of word vectors produced
by the output layer of the network.

For our evaluation we chose window size as 8 following [Pennington14]. The three
layers architecture shown best results in our experiments, which is typical for language
modelling tasks, where number of layers is varied from one [Sundermeyer12]| to four
[Sutskever14]]. The model was implemented on Tensorflow framework [Abadil6].

4 Experiment Setup

The conducted experiments are supposed to demonstrate the robustness to noise of
proposed architecture in contrast to standard approach presented in [Mikolov13]. To
achieve this goal the following setup was created:

— we measure ROC AUC of prediction of paraphrase (the true class consists of true
paraphrases);

— prediction is based directly on cosine similarity between vectors for phrases;

— the vectors for phrases are computed by averaging vectors for (known) words of
this phrase;

— we compare the standard word vectors for particular language and the proposed
architecture trained on the same corpus;

— we are adding the noise to the input data and comparing the sensitivity to the noise
level.
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Fig. 2. Model graphical representation

Also we provide random baseline, which for the chosen measure is always close to
0.5.

The noise emulation in this experiment setup consists of two components:

— The probability of inserting a letter after the current one. The letters are drawn
uniformly from the alphabet.

— The probability of the letter to disappear.

The both types of noise emulation are applied at the same time. The noise level men-
tioned below is always meant to have both probabilities to be at specified value.

This noise setup was chosen to demonstrate the robustness against the random er-
ror, i.e. unintentionally added extra letter or missed letter in a word, not the typical
typo (letter shuffle), since the robustness against the shuffling was demonstrated in
[Sakaguchil6].

We are comparing the solutions in range [0.0, 0.30]. The 0.30 was chosen arbitrarily,
with additional consideration of that 0.30 noise level is unrealistic and too high for
practical use. For random baseline and for every noise level (except zero level) the
experiment was conducted 10 times. The standard error is not exceeding 0.003.



5 Experiment on Russian language

5.1 Corpus

The corpus is described in [Pronozal6l. This corpus consists of news headings from
different news agencies, which are supposed (by the means of automatic grading sys-
tem) be close in terms of semantic meaning. Additionally they all tested to be close in
the creation time. The corpus contains about 6000 pairs of phrases, which are labeled as
-1 - not paraphrase, O - weak paraphrase, and 1 - strong paraphrase. For our evaluation
we had taken only -1 & 1 classes, i.e. non-paraphrase and strong paraphrase. There are
4470 such pairs in the corpus.

5.2 Random baseline

The random baseline just reporting a random number in [0, 1] interval.

5.3 Word2Vec baseline

For the standard word2vec baseline we’re taking the model adopted from RusVectores
projecﬂ [Kutuzov15]. The word2vec model we’ve used was trained on Russian Na-
tional Corpus (RNCﬂ firstly described in [[Andryuschenko89|. Also for this solution
we’d used the Mystem lemmatization engineE] described in [Segalovich0O3]]. We are av-
eraging all and only the known to model lemmatized words vectors, i.e. the unknown
words are ignored.

5.4 Our solution

For our solution we also take mean vector for all the words (since in our setup there is
no such thing as OOV) and cosine similarity between resulting vectors. By design our
solution does not demand any lemmatization or stemming. We also trained our model
on RNC.

5.5 Results on Russian language

The results are presented on the figure 3]

We could see that the level of noise is important characteristic of the input. The
word2vec solution is highly sensitive to the noise level, and from the level of 0.14
it generates virtually the random results (due to distribution of the test results, some
of them are worse than random). In contrast our architecture has been demonstrated
the robustness to noise up to level of 0.30. It is important that proposed architecture
performs better from level of 0.06 and its quality decreases steadily.

3 http://rusvectores.org/
*http://www.ruscorpora.ru/
Shttps://tech.yandex.ru/mystem/
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Fig. 3. The results of the experiment on Russian language

6 Experiment on English language

6.1 Corpus

The corpus is Microsoft Research Paraphrase Corpusﬂ This corpus consists of 5800
pairs of sentences which have been extracted from news sources on the web and pro-
vided with human annotations indicating whether each pair captures a paraphrase/semantic
equivalence relationship.

6.2 Random baseline

The random baseline again just reporting a random number in [0, 1] interval.

6.3 Word2Vec baseline

For the standard word2vec baseline here we’re taking the model trained on Reuters
corpus [LewisO4] by the gensim software packageﬂ For this solution we’d used the
Snowball stemmer described in [PorterO1]]. The model was trained for 500 iterations
with min count value set to 2. In the testing stage we are averaging all the known to
model stemmed words vectors.

6.4 Word2Vec baseline 2

For the reference also we’re providing the result of testing in this setup the other
word2vec model. It is Google News word vectors model, available onlinﬂ To the best
of our knowledge it is the largest available model for English language. It was trained

®Tt is available from here: |https://www.microsoft.com/en-us/download/
details.aspx?1d=52398

"mttps://radimrehurek.com/gensim/models/word2vec.html

8 https://drive.google.com/file/d/0B7XkCwpI5KDYNINUTT1SS21pQmM/
edit?usp=sharing
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on corpus of 3 billion words, and has 3 million tokens. Unfortunately, the corpus on
which is was trained is not publicly available so we could not compare to it directly.
For this model we do not use lemmatization, since it contains the word forms for the
majority of the words.

6.5 Our solution

For our solution we also take mean vector for all the words and cosine similarity be-
tween resulting vectors. We also trained our model on Reuters corpus.

6.6 Results on English language

The results are presented on the figure
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Fig. 4. The results of experiment on English language

Here we also could see that the level of noise is important characteristic of the input.
But for the English language the effects are “postpone” to the higher noise levels. The
word2vec solutions for English language are not so sensitive to the noise level, and for
the Reuters trained model the random leveﬂ comes from only 0.27. For the Google
News model the random level is to the right of the 0.30 border of our plot.

The proposed architecture is performing better starting from 0.14 level for Reuters
trained model and 0.16 for Google news model. Also it is important to mention that
our model not only more robust than Google News one, but it is also contains far less
parameters: for Google News we have 3 million by 300 vector length - about 1 billion
parameters. And for the proposed architecture it is by design only squared layer width,
which is 1024 for three layers in our experiments. That gives us 3 million parameters
for the whole model.

® The level of noise in input data where the produced results are indistinguishable from random
baseline results.



7 Experiment on Turkish language

7.1 Corpus

The corpus is Turkish Paraphrase Corpus (TPC), described in [Demirl2]. As for this
day only news part of this corpus is available[ﬂ It contains of 846 pairs of sentences
from news sources on the web and provided with human annotations indicating whether
each pair captures a paraphrase/semantic equivalence relationship.

7.2 Random baseline

The random baseline like in the previous experiments reporting a random number in
[0, 1] interval.

7.3 Word2Vec baseline

For the standard word2vec baseline here we’re taking the model trained on 42 bin
haber” (42 thousand news) corpus described in [YildirimO3|]. We again used gensim
software package. For this solution we’d used the Snowball stemmer for Turkish lan-
guage described in [Eryigit04]. The model was trained for 500 iterations with min count
value set to 2. In the testing stage we are averaging all the known to model stemmed
words vectors.

7.4 Our solution

For our solution we also take mean vector for all the words and cosine similarity be-
tween resulting vectors. We also trained our model on 42 bin haber” corpus.

7.5 Results on Turkish language

The results are presented on the figure 5]
As we can see the results on TPC is not very impressing, but the main feature of
noise-robustness could be noticed nevertheless.

8 Conclusion

The robust word vector model had demonstrated abilities to be indifferent to some levels
of noise. It is better from the standard widely used word2vec model with noise levels
from 0.06 for Russian language and 0.14 for English language up to at least 0.30. It
seems to be practical level, but for the future work we should try to improve our model
to produce better results with less noise or without noise at all. The difference in the
excess level could be explained by the fact that Russian is flexive language with rich
morphology, which is on the one hand is stable for the most words and easy to learn for

10 1¢ is available from here: https://osf.io/wp83a/
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Fig. 5. The results of experiment on Turkish language

the model, and on the other hard the disruption in the flexion could lead the lemmatizer
and consequently the standard word2vec model to be unable to produce vector for it.
And English is language with strong analytic tendency, so the morphology of it poor,
and the letters of the word are meaningful even an the end of a word. Tor Turkish
language critical noise level is as low as 0.05. This seems to be unreasonable low. The
possible explanations could be that for agglutinative languages the whole structure of
the word is important, but more likely that available corpora is not enough for proposed
approaches to demonstrate reasonable quality.

For the future work we are considering improving the architecture to achieve higher
scores on small noise levels and conduct more experiments on different architecture
variations.
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