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Abstract. Clinical named entity recognition aims to identify and clas-
sify clinical terms in electronic medical records, including diseases, symp-
toms, treatments, exams, and body parts. Challenges occur due to ambi-
guity in the boundary of Chinese words and the number limitation of an-
notated training data. In this paper, we propose a Bi-LSTM CRF model
along with self-taught learning, active learning, and ensemble learning
to recognize clinical named entities. The results achieved on CCKS-2017
Task 2 dataset with a Fi-Measure of 89.88% ranks among the top sys-
tems.
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1 Introduction

Electronic medical record systems have been widely used in China. Many
tasks in clinical text mining rely on accurate clinical named entity recognition
(NER), the identification of text spans mentioning a concept of a specific class,
including disease, symptom, exam, treatment, and body part. Challenges occur
due to ambiguity in the boundary of Chinese words and number limitation of
annotated training data.

Traditionally, most of the effective NER approaches are based on machine
learning techniques, such as Support Vector Machines (SVM) [1], Hidden Markov
Models (HMM) [2], Conditional Random Fields (CRF) [3], Convolutional Neural
Network (CNN) based models [4], and Recurrent Neural Network (RNN) based
models [5]. For biomedical NER tasks, existing efforts include rule or dictionary
based methods [6], supervised methods [7], and distant supervision methods [8].

In this paper, we regard the clinical NER as a sequence labeling problem,
and use the Bi-LSTM CRF model which is similar to the one presented by
Huang et al. [5] to address the problem. Different from Huang et al., we exploit
character embedding rather than word embedding to deal with the ambiguity
in the boundary of Chinese words. In addition, self-taught learning and active
learning is introduced to enlarge the training set. Finally, ensemble learning is
used to obtain the best recognition performance for all five types of clinical
named entities. The results achieved on CCKS-2017 Task 2 dataset with a F-
Measure of 89.88% ranks among the top systems.



2 Problem Formalism

The clinical named entity recognition task is defined as a sequence labeling
problem in this paper. Given a text sequence X =< x1,...,z, >, the goal is to
label X with tag sequence Y =< y1, ..., y, >. We experiment with three differ-
ent tagging formats for the recognition, including BIO (Begin, Inside, Outside),
BIOS (Begin, Inside, Outside, Single), and BIEOS (Begin, Inside, End, Outside,
Single). Examples of the three tagging formats can be found in Table 1.

Table 1. The tag sequences for “IE1H, R IWIZEEEFKHITK - 7 with three different
tagging formats. The B-tag indicates the beginning of an entity. The I-tag indicates the
inside of an entity. The E-tag indicates the end of an entity. The O-tag indicates the
character is outside an entity. The S-tag indicates the single character is an entity. As
for entity types, the b-tag indicates the entity is a body part, and the s-tag indicates
the entity is a symptom.

oo =, K B OK B OB K # 3K
BIO Bb O O O O O Bb Ib Bs Is Is I.s O
BIOS Ssh O O O O O Bb I-b Bs Is Is I.s O
BIEOS|Ssb O O O O O B-b Eb Bs Is Is Es O
3 Methods

In this section, we will describe the methods we employ, including Bi-LSTM
CRF, self-taught learning, active learning, and ensemble learning.

3.1 Bi-LSTM CRF

This model is similar to the one presented by Huang et. al. [5]. It combines the
framework of bidirectional LSTM layer [9] with linear chain CRF [10]. Different
from Huang et. al., we employ character embedding rather than word embedding
to deal with the ambiguity in the boundary of Chinese words.

The raw natural language input sentence is processed into sequence of char-
acters X = [2]7. The character sequence is fed into an embedding layer, which
produces dense vector representation of characters. The character vectors are
then fed into a bidirectional LSTM layer. The LSTM [11] incorporates a gated
memory-cell to capture long-range dependencies within the data. In the b_i>direc—
tional LSTM, for any given sequence, the network computes both a left, h;, and
a right, h;, representations of the sequence context at every input, ;. The final
representation is created by concatenating them as h; = [hy, h]. The bidirec-
tional LSTM along with the embedding layer is the main machinery responsible
for learning a good feature representation of the data.

Then the network use sentence level tag information via a CRF layer fed by a
fully connected hidden layer. The CRF layer is represented by lines which connect



consecutive output layers, and has a state transition matrix as parameters. With
such a layer, we can efficiently use past and future tags to predict the current tag,
which is similar to the use of past and future input features via a bidirectional
LSTM network. We consider the matrix of scores fy([z]T) are output by the
network. The element [fp];; of the matrix is the score output by the network
with parameters 6, for the sentence [z]7 and for the i-th tag, at the ¢-th character.
We introduce a transition score [A]; ; to model the transition from i-th state to
j-th for a pair of consecutive time steps. Note that this transition matrix is
position independent. We now denote the new parameters for our network as
0 = 60U {[A]; ;Vi,j}. The score of a sentence [z]] along with a path of tags [i]]
is then given by the sum of transition scores and network scores:

T

S, 115 0) =Y (Al iy, + [foliag, o) (1)

t=1
The dynamic programming [12] can be used efficiently to compute [A]; ; and
optimal tag sequences for inference. See [10] for details.

3.2 Add Training Data by Self-taught Learning

Generally, the more training data we have, the better performance we can
get. Considering that we have some unlabeled sentences, a self-taught learning
algorithm is introduced to enlarge the training set. First, we train a Bi-LSTM
CRF model using the original training set. Second, we apply the trained model
to annotate the unlabeled sentences. Third, we choose some high-quality anno-
tation results and add them to the original training set. Specifically, we define
an annotating confidence (AC) to evaluate the quality of the annotation results:

S (=17 [W]T.6)
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where [y]7 is the tag sequence predicted by the trained model and [§]{ is the set
of all possible output sequences. We choose those annotation results whose AC
is greater than a threshold. In addition, considering that disease and treatment
entities are much fewer than symptom and exam entities, and the body part
entity recognition is not well performed, we only choose the annotation results
which must include disease, treatment, or body part entities.

3.3 Add Training Data by Active Learning

We also use active learning algorithm to improve the recognition perfor-
mance. First, we use the original training data along with the self-taught high-
quality annotation results to train a Bi-LSTM CRF model. Second, we apply
the trained model to annotate the rest unlabeled sentences. Third, we manually
re-label a few low-quality annotation results whose AC is less than a threshold,
and then add them to the training set. Similar to the self-taught algorithm, we
only choose the annotation results which must include disease, treatment, or
body part entities to re-label manually.



3.4 Improve Recognition Performance through Ensemble Learning

The task has five types of clinical named entities to be recognized. If we
train models for each type of entities respectively, a class imbalance problem
(too many O-tags in sequences) will exist, and the models cannot utilize the
information of other types of entities. Thus, we train models to annotate all
five types of entities at the same time, but finally choose five models in which
each model has the best performance for the corresponding type on validation
data, so that we can obtain the best recognition performance for all five types
of entities. For example, for disease entities, we choose the model which has the
best performance in recognizing diseases, and only use its disease recognition
results as part of the final recognition results.

4 Experiments

4.1 Dataset and Evaluation Metrics

We use the CCKS-2017 Task 2 dataset to perform our experiments. The
dataset contains 10,420 unannotated instances and 1,596 annotated instances
with five types of clinical named entities, including diseases, symptoms, exams,
treatments, and body parts. The annotated instances are already partitioned
into 1,198 training instances and 398 test instances. Each instance has one or
several sentences. We further partition the training sentences, take 70% of them
as training data, and the rest 30% as validation data. We score our methods by
using the CCKS-2017 Task 2 official metrics, which computes F}-Measure.

4.2 Hyper-parameters and Training Details

As for the Bi-LSTM CRF model, we initialize character embeddings via
word2vec[13] on both the annotated data and the unannotated data. Each char-
acter embedding is 100-dimensional. We compare the results with word em-
bedding segmented by Jieba Chinese segmentation module, which is also 100-
dimensional. We set the size of LSTM hidden layer to 64, and apply dropout [14]
to the output of the Bi-LSTM layer. The dropout rate is 0.2. The Bi-LSTM CRF
model is trained by AdaDelta [15] and the batch size is 128. For self-taught learn-
ing, we add the top 3,850 automatically annotated sentences to the training set.
For active learning, we re-label the worst 125 automatically annotated sentences
manually. We split training data into sentences by periods, and set the maximum
length of a sentence to 185. If a sentence is longer than 185 characters, it will be
further split into clauses. Then we take all the labeled sentences and clauses as
a whole data set after de-duplication. We also try to split all the training data
into clauses by periods, commas and semicolons to train different models.

4.3 Results and Discussion

To explore the impact of different settings, we train Bi-LSTM CRF models us-
ing different tagging formats on training data both in clauses and sentences, and



test them on validation data. The results are shown in Table 2. First, character-
level models outperform word-level models. It is because word-level approaches
may have segmentation error. What’s more, the word set is much bigger than
the character set. This means the corpus is not big enough to learn word em-
beddings effectively. Second, the recognition of diseases, treatments, and body
parts is not well performed, which indicates the necessity of self-taught learning
and active learning. Third, different types of entities are recognized the best by
different settings, respectively. This indicates the necessity of ensemble learning.

Table 2. Performance (Fi-Measure) of Bi-LSTM CRF models with different settings
tested on validation data. Note that we report the best results for each type, which
means different lines are reported by different models.

tag in character level tag in word level

train in clauses train in sentences train in clauses train in sentences
BIO | BIOS [BIEOS| BIO [BIOS[BIEOS | BIO | BIOS [BIEOS| BIO [BIOS[BIEOS
disease 77.54| 75.00 | 77.21 [74.15]75.20| 77.78 |[64.08(|64.74| 64.08 [63.44|62.96| 63.84
symptom ||96.24| 96.21 | 96.37 [96.26(96.17| 96.27 |[94.02| 94.64 | 94.80 [93.27|93.99| 93.75
exam 95.21|95.57 | 95.54 [94.92|94.80 | 95.09 |[84.32| 84.68 | 84.93 [83.67|83.59 | 83.91
treatment || 79.65| 80.71 | 82.37 |78.94|77.97| 79.59 ||74.89|76.37 | 77.10 |74.78|76.40 | 75.19
body part ||83.85(83.94| 83.19 [82.67|83.39| 83.81 |[72.59| 73.41 | 73.56 |71.87|72.57| 73.07
overall 88.62| 90.29 | 90.28 |88.33(89.62| 90.33 |[78.57| 82.10 | 82.47 |77.97|81.37| 81.52

To dissect the effectiveness of self-taught learning, active learning, and en-
semble learning, we train Bi-LSTM CRF models in character level only, and test
them on test data. Table 3 shows that the Bi-LSTM CRF model along with
self-taught learning, active learning, and ensemble learning achieves the best
performance in clinical NER, with a Fj-Measure of 89.88%.

Table 3. Performance (Fi-Measure) of Bi-LSTM CRF models with different settings
tested on test data.

train in clauses train in sentences
BIO BIOS | BIEOS BIO BIOS | BIEOS
Bi-LSTM + CRF 87.81 | 88.36 88.47 87.09 | 87.74 87.87
+ self-taught learning (only) 88.44 | 88.49 88.67 87.75 | 87.60 88.12
+ active learning (only) 88.17 | 88.57 88.79 87.63 | 87.90 88.27
+ self-taught and active learning | 88.72 | 88.63 88.83 87.78 | 88.35 88.53
+ ensemble learning 89.88

5 Conclusion

In this paper, we propose a Bi-LSTM CRF model along with self-taught
learning, active learning, and ensemble learning to recognize clinical named enti-
ties. We exploit character embedding to deal with the ambiguity in the boundary
of Chinese words, and employ self-taught learning and active learning to increase



training data. After comparing different tagging schemes, we use ensemble learn-
ing to obtain the best recognition performance for all five types of entities. The
results achieved on CCKS-2017 Task 2 dataset ranks among the top systems.
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