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ABSTRACT

In this paper, we describe our model designed for automat-
ic prediction of emotional impact of movies. Specifically, a
two-stage learning framework is proposed. First, the dimen-
sionality reduction techniques are employed to discover the
key emotion information embedded in the original feature
space. Specifically, we use a classical method principal compo-
nent analysis (PCA) and a new algorithm biased discriminant
embedding (BDE) to learn the subspace. After dimensionali-
ty reduction, SVM is utilized for prediction. Experimental
results validate the effectiveness of our approaches.

1 INTRODUCTION

In this 2017 Emotional Impact of Movies Task, the partici-
pants are asked to predict the expected emotional impact of
movie content. Specifically, to predict the response of a gen-
eral audience to a given stimulus [4], either induced valence,
induced arousal, or induced fear, from movie clip segments.
The dataset used in this task is the LIRIS-ACCEDE dataset
(liris-accede.ec-lyon.fr), which contains videos from a set of
160 professionally made and amateur movies, shared un-
der Creative Commons licenses that allow redistribution [1].
More details of the task requirements as well as the dataset
description can be found in [3].

In this paper, we propose a two-stage learning framework
to predict the emotional impact of movies. First, we use
dimensionality reduction to project the original data to the
low-dimensional subspace, with the key emotional informa-
tion being well preserved. Specifically, we use principal com-
ponent analysis (PCA) to extract features for arousal and
valence prediction and propose a new algorithm called biased
discriminant embedding (BDE) to extract features for fear
prediction. After dimensionality reduction, we use support
vector regression and classification [2, 5] for continuous and
discrete predictions, respectively.

2 OUR MODEL

2.1 Feature Extraction

2.1.1 Principal Component Analysis. Given the data ma-
trix X = [x1,x2, ...,x𝑛], where x𝑖 ∈ R𝐷 denotes the feature
vector of the 𝑖-th data point, principal component analysis
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(PCA) aims to learn a 𝐷×𝑑 transformation matrix W, which
maximizes the following objective:

W = argmax
W

𝑡𝑟
(︁
W𝑇 (X− x̄1𝑇

𝑛 )(X− x̄1𝑇
𝑛 )

𝑇W
)︁
, (1)

where x̄ =
∑︀𝑛

𝑖=1 x𝑖/𝑛 and 1𝑛 denotes the 𝑛× 1 vector with
all entries being 1. The optimization problem in Eq. (1) could
be solved by the standard eigen-decomposition.

2.1.2 Biased Discriminant Embedding. Given the data
matrixX = [x1,x2, ...,x𝑛] and the label vector l = [𝑙1, 𝑙2, ..., 𝑙𝑛],
where 𝑙𝑖 ∈ {0, 1} denotes the corresponding label of x𝑖, 1 for
fear and 0 otherwise, biased discriminant embedding (BDE)
aims to maximize the biased discriminant information in the
reduced subspace. The motivation for proposing the biased
discrimination is that in fear prediction, one might be more
interested in the fear class than the non-fear one.

The objective function of BDE is given as follows:

W = argmax
W

𝑡𝑟

(︃
W𝑇S𝑏W

W𝑇S𝑤W

)︃
, (2)

where S𝑤 =
∑︀𝑛

𝑖,𝑗=1(𝑁𝑖𝑗 × 𝑙𝑖 × 𝑙𝑗)(x𝑖 − x𝑗)(x𝑖 − x𝑗)
𝑇 de-

notes the biased within-class scatter, S𝑏 =
∑︀𝑛

𝑖,𝑗=1(𝑁𝑖𝑗 ×
|𝑙𝑖 − 𝑙𝑗 |)(x𝑖 −x𝑗)(x𝑖 −x𝑗)

𝑇 denotes the biased between-class
scatter, and 𝑁𝑖𝑗 = 𝑒𝑥𝑝(−||x𝑖 − x𝑗 ||2/2𝜎) measures the close-
ness between two data samples x𝑖 and x𝑗 . The optimization
problem could be solved by generalized eigen-decomposition.

2.2 Emotion Prediction

2.2.1 Support Vector Regression. For predicting the arousal
and valence values, we use 𝜈-SVR [5] to train two regressors
separately. The dual problem that 𝜈-SVR aims to solve is:

min
𝛼,𝛼*

1

2
(𝛼−𝛼*)𝑇K(𝛼−𝛼*) + (l(𝑚))𝑇 (𝛼−𝛼*)

𝑠.𝑡. e𝑇 (𝛼−𝛼*) = 0, e𝑇 (𝛼+𝛼*) ≤ 𝐶𝜈

0 ≤ 𝛼𝑖, 𝛼
*
𝑖 ≤ 𝐶/𝑛, 𝑖 = 1, ..., 𝑛.

(3)

The prediction label of a new coming vector y is:

𝑙 =

𝑛∑︁
𝑖=1

(𝛼*
𝑖 − 𝛼𝑖)𝐾(y𝑖,y) + 𝑏. (4)

2.2.2 Support Vector Classification. To predict the binary
fear labels, we use 𝜈-SVC [5]. The dual problem that 𝜈-SVC
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Table 1: Performance of the proposed model (provided by the organizers).

arousal mse arousal r valence mse valence r fear accuracy fear precision fear recall fear f1

Run 1 0.126 0.045 0.191 -0.151 0.831 0.226 0.020 0.036

Run 2 0.138 -0.075 0.256 -0.253 0.762 0.168 0.065 0.078

Run 3 0.144 -0.081 0.257 -0.239 0.763 0.168 0.065 0.078

Run 4 0.140 -0.081 0.259 -0.254 0.763 0.168 0.065 0.078

Run 5 0.137 -0.079 0.249 -0.267 0.792 0.222 0.050 0.058

(a) PCA for arousal-valence prediction (b) BDE for fear prediction

Figure 1: Contribution of each individual feature in arousal-valence and fear prediction tasks.

aims to solve is:

min
𝛼

1

2
𝛼𝑇Q𝛼

𝑠.𝑡. l𝑇𝛼 = 0, e𝑇𝛼 ≥ 𝜈, 0 ≤ 𝛼𝑖 ≤ 1/𝑛, 𝑖 = 1, ..., 𝑛.
(5)

The prediction label of a new coming vector y is given by:

𝑙 = 𝑠𝑔𝑛
(︁ 𝑛∑︁

𝑖=1

𝑙𝑖𝛼𝑖𝐾(y𝑖,y) + 𝑏
)︁
. (6)

3 RESULTS

In this section, we report our experimental settings and the
evaluation results. For each 1-second segment, we construct a
1, 271-D feature set, including 256-D Auto Color Correlogram
(acc) features, 144-D Color and Edge Directivity Descriptor
(cedd) features, 33-D Color Layout (cl) features, 80-D Edge
Histogram (eh) features, 192-D Fuzzy Color and Texture
Histogram (fcth) features, 60-D Gabor (gabor) features, 168-
D Joint descriptor joining CEDD and FCTH in one histogram
(jcd) features, 256-D Local Binary Patterns (lbp) features,
64-D Scalable Color (sc) features, and 18-D Tamura (tamura)
features.

Subtask 1: For Run 1, we use the original 12, 710-D feature
set (10 seconds) as the input. For Runs 2-5, we use PCA to
reduce the original feature set to the 50-D, 80-D, 57-D, and
40-D subspaces, respectively. 𝜈-SVR with RBF kernel is then
used for prediction. We set 𝜈 = 0.5 and 𝛾 = 1/𝐷.

Subtask 2: For Run 1, we use the original 12, 710-D feature
set (10 seconds) as the input. For Runs 2-5, we use BDE to
reduce the original feature set to the 2-D subspaces. 𝜈-SVC
with RBF kernel is then used for prediction. We set 𝜈 = 0.1
and 𝛾 = 1/𝐷.

Table 1 reports the evaluation results of our model provided
by the task organizers. We can see that the performance in

the low-dimensional subspace is generally worse than that
in the original feature space. The reason might be that the
dimension of the original feature space is quite high so that
such a low-dimensional subspace cannot fully capture the
discriminant information embedded in the original data.

In addition to the overall performance, we analyze the
contribution of each dimension in the original feature s-
pace. The contribution of the 𝑖-th dimension is defined as
𝐶𝑜𝑛𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛𝑖 =

∑︀
𝑗 𝜆𝑗 |𝑤𝑖𝑗 |, where 𝜆𝑗 denotes the 𝑗-th eigen-

value, 𝑤𝑖𝑗 denotes the (𝑖, 𝑗)-th element of W, and | · | de-
notes the absolute value operator. From Figure 1 we can see
that the acc feature makes important contributions in both
arousal/valance and fear prediction tasks, which indicates its
importance in emotional discriminant analysis.

4 DISCUSSION AND OUTLOOK

This paper introduces our model designed for predicting
emotional impact of movies. To extract the compact repre-
sentation of original feature set, dimensionality reduction
is utilized. We then use SVM for prediction. For the future
work, we are interested in analyzing the relation between
arousal/valance and fear, which could help understanding
the emotional impacts deeply. Moreover, as the ground truth
(labels) of emotions are provided by human beings, they gen-
erally vary with each individual and are somewhat subjective.
We are therefore particularly interested in refining the human
labeled ground truth via machine learning technologies.
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