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Abstract. This paper describes a method for non-rigid registration of
a model template with the corresponding anatomic structure in a radi-
ologic image. The model template is a graph consisting of labeled nodes
and edges. Each node is labeled by a feature vector that characterizes
the sought structures in its vicinity. The edges connect the nodes in ac-
cordance with anatomical topology. The features which describe possible
node positions are computed by �ltering the image with a set of Gabor
�lters and comparing the �lter responses with those from the model. The
�nal node positions are determined by minimizing a deformation energy
term associated with the template. We show results for digitized �lm or-
thopantomograms of the jaw which indicate good performance at modest
computational e�ort for such artifact-rich images. The results are used
for localization of bone lesions relative to anatomic structures.
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1 Introduction

In the analysis of medical images it is often desirable to detect the position of
typical anatomical structures. One way to achieve this is to register the image
to a model or atlas image of the depicted structure. In this case, the shape,
size and location in the image of the sought structure is roughly known but
one needs to apply a non-rigid coordinate transformation for registration. The
method proposed in this paper is similar to the one introduced by Amit [1] based
on a decomposable graph of landmarks matched to the image by local operators
and discrete optimization, which we have combined with feature computation
by Gabor �ltering as used for face recognition [2, 3]. The approach is based on
a deformable template net consisting of nodes placed on anatomical landmarks
and edges connecting these nodes. Figure 1 shows an example of a net that has
been manually adapted to a schematic drawing of the facial skeleton. The nodes
are labeled with features describing how the image should look like in the vicinity
of each node. These features are compared with the respective features for each
image coordinate point to identify possible locations of each node. The �nal
position of each node is then determined by minimizing a deformation energy



Fig. 1. Model mesh with nodes and edges manually adapted to a schematic drawing
of the facial skeleton.

associated with the net. Based on the position of the nodes of the deformed net
a non-rigid coordinate transform between model and image can be applied.

2 Image Feature Computation

The localization of di�erent structures in the images is based on Gabor �lter-
ing. These �lters have found widespread use in texture analysis [4] and various
computer vision tasks [2, 3]. They allow detection of localized structures, are sen-
sitive to orientation and spatial frequency while being tolerant against brightness
variations and can easily be incorporated into multi-scale approaches. One such
complex, zero mean �lter kernel is given by
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elements of the form Ji = ai exp(j'i) for each pixel location (x; y) in the im-
age. For the anatomy detection application on panoramic X-ray images we use
4 scales � 2 f0; 1; 2; 3g and 4 orientations � 2 f0o; 45o; 90o; 135og resulting in
16-dimensional feature vectors.



Based on these feature vectors we now determine similarity of points in a
given image I to those in another model image I 0. While the amplitudes ai
are spatially smooth, the phase components �i vary with approximately the
characteristic spatial frequency of the kernel. We use
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as a similarity criterion function, resulting in high similarity where amplitude
and phase are both similar. Compared to using amplitude only we so get better
results. The similarity function is evaluated for each node of the mesh. Using one
or more model images with known position of the node we obtain a similarity
value from (2) for this node at every pixel within the search area in the image.
A number of point positions most similar to the model is chosen as candidate
points for possible positions of the node in the deformed net.

3 Deformation of the Mesh

The �nal position of the nodes in the image is now determined by minimizing a
deformation energy associated with the net. This energy E = Edistance+�Eangle

is composed of a distance term and an angle term. The distance term Edistance

models the edges of the net as linear springs, normalized by the model edge
length. Distance energy is used for keeping the proportions of the model. The
second term Eangle is derived from the di�erence of the angles between the edges
at each node from the actual net image to the model net. This term controls local
deformations. Since we do not allow intersecting edges we further use a penalty
term which increases the energy by a large, �xed amount for each intersection.

In the next step the model net is adapted to the image by minimizing an
energy-like objective function. Energy minimization is initialized by placing each
node on one of its candidate points. Then a greedy algorithm [5], moving nodes
in turn among candidate points, is utilized to �nd the �nal position of the nodes
by minimizingE. Actual minimization is done in three steps, using only Edistance

�rst, then Eangle and �nally the complete energy. Using 5 candidate points for
each node, 4 to 6 iterations over all node points are needed for convergence of
each step. Note that feature similarity (2) is not used for energy minimization,
only for the selection of the candidate points which are then treated equally.
Thus there is no need to trade o� mesh deformation against feature similarity.

4 Results and Applications

We apply the proposed algorithm to a collection of 233 digitized orthopantomo-
graphs of the jaws, originating from di�erent sources and with variable quality.
The structure is well recognized in all cases. Well visible anatomical landmarks,
like points at the outer contour of the mandible are correctly found in over 95
% of all images. On average 75 % of the 30 node points we use on these images



are placed correctly. Most of the points not found are obscured by imaging ar-
tifacts or poor �lm exposure. Since the topological structure of the net is not
a�ected by misplaced points and the misplacement is typically less than the av-
erage distance between node points, this rate is acceptable for our task. It could
be further increased by adding another optimization step where the requirement
that node points can only be placed on the candidate points determined in sec-
tion 2 is relaxed. The use of a multi-resolution scheme which can be e�ciently
implemented within the given framework is another option. Computational ef-
fort is modest with an overall execution time of a few minutes on a desktop
workstation. Figure 2 shows a typical example of a net adapted to an image of
the jaw and an example for an artifact-rich image with some misplaced nodes.
Note that the structure is recovered well nevertheless. The deformed template

Fig. 2. Deformable net adapted to an X-ray image of the facial skeleton. Upper image:
Typical result. Lower image: Di�cult image with some misplaced nodes

is then used to de�ne a non-rigid coordinate transform from the actual image
to the model. This transform can either be based on a triangulation of the net
and a�ne transforms of the image points within each triangle or radial basis
functions de�ned in the node points.

We use the proposed template matching method within a system for charac-
terization and diagnosis of bone lesions in the facial skeleton [6]. The goal is to



determine the position of a given region within the jaws. For this purpose, the
coordinates of the contour of a lesion are transformed to the model coordinates
which allows intersecting it with the predetermined anatomic labeling of the re-
gions in the model. As a result we get a fuzzy membership value for each region
which enables us to compare the location of di�erent lesions.

5 Conclusions

We have presented a method for non-rigid registration of template models with
anatomical structure in radiological images. Based on a labeled mesh we can de-
termine a coordinate transform from the actual image to the model. The Gabor
�lters used as feature labels in the nodes allow detection of local characteristic
structures, sensitive to scale and orientation while being robust against bright-
ness and contrast variations commonly found in X-ray images. We achieve an
overall rate of correct node localization of 75 %, with better results for well visi-
ble structures. For our application of mapping lesion positions to predetermined
regions this performance is su�cient. Improvements by additional �ne search,
the use of a multi-resolution framework or by the application of heuristics are un-
der investigation. The method is not bound to an image modality or application,
extensions to 3D datasets are possible.
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