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Abstract. It is well-known that the input-output behaviour of a neural
network can be recast in terms of a set of propositional rules, and under
certain weak preconditions this is also always possible with positive (or
definite) rules. Furthermore, in this case there is in fact a unique minimal
(technically, reduced) set of such rules which perfectly captures the input-
output mapping.

In this paper, we investigate to what extent these results and correspond-
ing rule extraction algorithms can be lifted to take additional background
knowledge into account. It turns out that uniqueness of the solution can
then no longer be guaranteed. However, the background knowledge often
makes it possible to extract simpler, and thus more easily understand-
able, rulesets which still perfectly capture the input-output mapping.

1 Introduction

The study of rule extraction from trained artificial neural networks [2I8T5] ad-
dresses the desire to make the learned knowledge accessible to human interpre-
tation and formal assessment. Essentially, in the propositional case, activations
of input and output nodes are discretized by introducing an arbitrary thresh-
old. Each node is interpreted as a propositional variable, and activations above
the threshold are interpreted as this variable being “true”, while activations be-
low the threshold are interpreted as this variable being “false”. If Z denotes the
power set (i.e., set of all subsets) of the (finite) set B of all propositional variables
corresponding to the nodes, then the input-output function of the network can
be understood as a function f : Z — Z: For I € Z, we interpret each p € I as
being “true” and all p ¢ I as being “false”. The set f(I) then contains exactly
those propositional variables which are “true” (or activated) in the output layer.

In propositional rule extraction, one now seeks sets Py of propositional rules
(i.e., propositional Horn clauses) which capture or approximate the input-output
mapping f. In order to obtain such sets, there exist two main lines of approaches.
The first is introspective and seeks to construct rules out of the weights associated
with the connections between nodes in the network, usually proceeding in a layer-
by-layer fashion [8]. The second is to regard the network as a black box and to
consider only the input-output function f. This was, e.g., done in [I5] where
it was shown, amongst other things, that a positive (or definite) ruleset can
always be extracted if the mapping f is monotonic, and that there is indeed
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a unique reduced such ruleset; we will provide sufficient technical details about
these preliminary results in the next section.

However, rulesets extracted with either method are prone to be large and
complex, i.e., from inspection of these rulesets it is often difficult to obtain real
insights into what the network has learned. In this paper, we thus investigate rule
extraction under the assumption that there is additional background knowledge
which can be connected to network node activations, with the expectation that
such background knowledge will make it possible to formulate simpler rulesets
which still explain the input-output functions of the networks, if the background
knowledge is also taken into account.

The motivation for this line of work is the fact that in recent years there has
been a very significant increase in the availability of structured data on the World
Wide Web, i.e., it becomes easier and easier to actually find such structured
knowledge for all different kinds of application domains. That this is the case is,
among other things, a result of recent developments in the field of Semantic Web
[412], which is concerned with data sharing, discovery, integration and reuse,
and where corresponding standards, methods and tools are being developed.
E.g., structured data in the form of knowledge graphs, usually encoded using
the W3C standards RDF [3] and OWL [I1], has been made available in ever
increasing quantities for over 10 years [BII7]. Other large-scale datasets include
Wikidata [20] and data coming from the schema.org [9] effort which is driven by
major Web search engine providers.

In order to motivate the rest of the paper, consider the following very sim-
ple example. Assume that the input-output mapping P of the neural network
without background knowledge is

PiANg—T P2 ANg—T
and that we also have background knowledge K in form of the rules

pP1L—p p2 = p.

We then obtain the simplified input-output mapping Pk, taking background
knowledge into account, as
pANg—T.

The example already displays a key insight why background knowledge can
lead to simpler extracted rulesets: In the example just given, p serves as a “more
general” proposition, e.g., p; could stand for “is an apple” while py could stand
for “is a banana”, while p could stand for “is a fruit”. If we now also take, e.g.,
q to stand for “is ripe” and r to stand for “can be harvested”, then we obtain a
not-so-abstract toy example, where the background knowledge facilitates a sim-
plification because it captures both apples and bananas using the more general
concept “fruit”.

In this paper, we will formally define the setting for which we just gave an
initial example. We will furthermore investigate to what extent we can carry over
results regarding positive rulesets from [I5] to this new scenario with background
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knowledge. We will see that the pleasing theoretical results such as uniqueness of
a solution no longer hold. However, existence of solutions can still be guaranteed
under the same mild conditions as in [15], and we will still be able to obtain
algorithms for extracting corresponding rulesets.

The rest of the paper will be structured as follows. In Section [2| we will
introduce notation as needed and recall preliminary results from [15]. In Section 3]
we present the results of our investigation into adding background knowledge.
In Section {4} we briefly discuss related work, and in Section [5| we conclude and
discuss avenues for furture work.

2 Preliminaries

We recall notation and some results from [I5] which will be central for the rest of
the paper. For further background on notions concerning logic programs, cf. [13].

As laid out in the introduction, let B be a finite set of propositional variables,
let Z be the power set of B, and we consider functions f : Z — 7 as discretizations
of input-output functions of trained neural networks. In this paper, we consider
only positive (or definite) propositional rules, which are of the form p; A- - -Ap,, —
q, where ¢ and all p; are propositional variables. A set P of such rules is called
a (propositional) logic program. For such a rule, we call ¢ the head of the rule,
and p; A --- A p, the body of the rule.

A logic program P is called reduced if all of the following hold.

1. For every rule p; A---Ap, — q in P we have that all p; are mutually distinct.
2. There are no two rules py A---Ap, = qgand r1 A--- A1y, — q in P with

{p17"'>pn} g {7"17...,7'7—”}.

To every propositional logic program P over B we can associate a semantic
operator Tp, called the immediate consequence operator, which is the function

Tp: T —1T:
Tp(I) = {q | there exists py A+ Ap, — ¢ in P with {p1,...,pn} C I}.

This operator is well-known to be monotonic in the sense that whenever I C J,
then TP(I) g TP(J)

We make some additional mild assumptions: We assume that the proposi-
tional variables used to represent input and output nodes are distinct, i.e., each
propositional variable gets used either to represent an input node, or an output
node, but not both. Technically, this means that B can be partitioned into two
sets By and Bs, i.e., B = B; U By, and we obtain the corresponding power sets
Il and IQ such that Tp : Il — IQ.

While the definition of the immediate consequence operator just presented
is very common in the literature, we will now give a different but equivalent
formalization, which will help us in this paper. For any I = {p1,...,pn} C B,
let ¢(I) = p1 A+ A pyp. In fact, whenever I C B, in the following we will often
simply write I although we may mean ¢(I), and the context will make it clear
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Algorithm 1: Reduced Definite Program Extraction

Input: A monotone mapping f : Z1 — Zo.
Output: P, a definite logic program with Tp(I) = f(I) for all I € Z;.
1: Initialization: P = (.
2: Choose a total linear order < on Zi, such that for any I;,I; € Z; with i < j
we have |I;| < |I;].
for all I = {p1,...,pn} € Z1, chosen in ascending order according to < do
for all ¢ € f(I) do
if thereisno gi A+ - Agn — ¢in P with {¢1,...,¢n} C I then
add the rule p1 A--- Apn — q to P.
end if
end for
end for
: Return P as result.

—

which notation is meant; e.g., if I appears as part of a logical formula, then we
actually mean ¢([).
Now, given a logic program P and I € Z;, we obtain

Tp(I) ={q€ B2 | INP = g},

where = denotes entailment in propositional logic. Please note that we use an-
other common notational simplification, as I A P is used to denote I A A\ e p R.
In [I5], the following was shown.

Theorem 1. Let f: Ty — Iy be monotonic. Then there exists a unique reduced
logic program P with Tp = f. Furthermore, this logic program can be obtained
using Algorithm [1]

If we drop the precondition on f to be monotonic, then Theorem[I] no longer
holds, because of the fact mentioned above that immediate consequence opera-
tors are always monotonic.

We will now investigate Theorem (1| when considering additional background
knowledge. It will be helpful to have the following corollary from Theorem [1] at
hand.

Theorem 2. Given a logic program P, there is always a unique reduced logic
program @ with Tp =Tg.

Proof. Given P, we know that Tp is monotonic. Now apply Theorem [T}

Let us give an example for reducing a given program. Let By = {p1,p2,p3}
and Bs = {q1,¢2} be input and output sets, respectively, and consider the logic
program P given as

pP1AD2 = q1 P1AP2 Ap3s = q1
P1AD3 = Q1 P1 — Q2
pP1AD2 = Q2.
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Applying Algorithm [I] then yields the reduced program

P1ADP2 = Q1 P1LADP3s = q1
P1— Q2.

3 Rule extraction with Background Knowledge

We consider the following setting. Assume P is a logic program which captures
the input-output function of a trained neural network according to Theorem
Let furthermore K be a logic program which constitutes our background knowl-
edge, and which may use additional propositional variables, i.e., propositional
variables not occurring in P. We then seek a logic program Py such that, for all
I € 7, we have

{qEBQ|IAP):q}:{q€BQ|I/\K/\PK):q}. (1)

In this case, we call Pk a solution for (P, K).

3.1 Existence of Solutions

We next make two more mild assumptions, namely (1) that no propositional
variable from By appears in K, and that (2) propositional variables from B;
appear only in bodies of rules in K. The first is easily justified by the use case,
since we want to explain the network behaviour, and the occurrence of variables
from B in K would bypass the network. The second is also easily justified by the
use case, which indicates that network input activations should be our starting
point, i.e. the activations should not be altered by the background knowledge.

If we drop assumption (2) just stated, then existence of a solution cannot
be guaranteed: Let By = {p1,p2}, let Ba = {q1,¢2}. Then, for the given pro-
grams P = {p1 — q1,p2 — q2} and K = {p; — po} there is no solution for
(P,K). To see this, assume that Py be a solution for (P, K). Then because
pa A P = g2 we obtain that po A K A Pk = g2. But then py A K A P |= ¢
although p; A P }£ o, i.e., Px cannot be a solution for (P, K).

If condition (2) from above is assumed, though, a solution always exists.

Proposition 1. Under our standing assumptions on given logic programs P and
K, there always exists a solution for (P, K) which is reduced.

Proof. Because rule heads from K never appear in P, we obtain
{quQ|I/\P':q}:{q€BQ|I/\K/\P':q}

for all I € 7y, ie., P is always a solution for (P, K). Existence of a reduced
solution then follows from Theorem [2

Our interest of course lies in determining other solutions which are simpler
than P.
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Algorithm 2: Construct all reduced solutions for (P, K)

Input: Logic programs P and K with Tp : 71 — Zy and Tk : 71 — Zs which

satisfy our standing assumptions, where B2 = {q1,...,qn}.

Output: All the reduced solutions for (P, K).
1: Set S =0 and B = B1 U Bs.
2: Set Z to be the power set of .
3: Set R to be the power set of Z.

4: for all (Ri,...,R,) € R" do

5: for allie {1,...,n} do

6: QZI{C(B)%QZ ‘ BER-;}

7:  end for

8:  Set Q=U;cqi,. 0y @i

9: if Tg is a solution for (P, K) then
10: Apply Algorithm [T]to T to obtain a reduced program S with Ts = Tq.
11: if S¢S then

12: Add S to S.

13: end if

14:  end if

15: end for

16: Return S as result.

Proposition 2. There exist logic programs P and K which satisfy our standing
assumptions, such that there are two distinct reduced solutions for (P, K).

Proof. Let By = {p1,p2,p3} and B2 = {q}. Then consider the programs P as

and K as

D2 Ap3s —>q p1Aps —¢q
p2 Aps =11 P1AP3 =T
p1— 12 p2 — T2.

The two logic programs

Py, = {Tl — q} and
Pr, ={ps Nr2 — q}

are then both reduced solutions for (P, K).

We will see later in the proof of Theorem [3| that the number of reduced
solutions is actually worst-case exponential in the combined size of P and K.

3.2 Algorithms

We first present a naive algorithm for computing all reduced solutions for
given (P, K). It is given as Algorithm [2| and it uses a brute-force approach to
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check all possible logic programs which can be constructed over the given propo-
sitional variables, whether they constitute a solution for (P, K). For each such
solution, it then invokes Algorithm [I] to obtain a corresponding reduced pro-
gram, which is then added to the solution set. The algorithm is quite obviously
correct and always terminating, and we skip a formal proof of this.

The given algorithm is of course too naive to be practically useful for anything
other than toy examples. Still, it is worst-case optimal, as the following theorem
shows — note that Algorithm [2] has exponential runtime because of line

Theorem 3. The problem of finding all solutions to (P, K) is worst-case expo-
nential in the combined size of P and K.

Proof. Let n be any positive integer. Define the logic program P,, to consist of
the single rule p; A --- Ap, — q and let

K,={pi—=mri1,pi—=riz2|i=1,...,n}
Then, for any function f:{1,...,n} — {1,2}, the logic program

Pp={ri,jay N ATy — ¢}

is a reduced solution for (P,, K,). Since there exist 2" distinct such functions
f, the number of reduced solutions in this case is 2", so their production is
exponential in n, while the combined size of P, and K,, grows only linearly in n.

A more efficient algorithm for obtaining only one reduced solution is given
as Algorithm [3] It is essentially a combination of Algorithms [I] and

Proposition 3. Algorithm[3 is correct and always terminating.

Proof. Like Algorithm [T Algorithm [3] checks all combinations of I € Z; and
q € Tp(I) and makes sure that there are rules in the output program such that
INKAS | g The rules for the output program are checked one by one in
increasing length until a suitable one is found. Note that the rule I — ¢ is going
to be checked at some stage, i.e. the algorithm will either choose this rule, or a
shorter one, but in any case we will eventually have I A K A S = ¢q. This shows
that the algorithm always terminates and that we obtain I A K A S = ¢ for all
qc TP(I)

In order to demonstrate that the algorithm output S is indeed a solution
for (P, K), we also need to show that for all ¢ € By and H € Z; we have that
HAKAS | q implies ¢ € Tp(H). This is in fact guaranteed by line [11] of
Algorithm [3 i.e. the algorithm output S is indeed a solution for (P, K).

We finally show that the output of the algorithm is reduced. Assume oth-
erwise. Then there are I; — g and J — ¢ in S with I; C J. By our condition
on the order we thus have I; < J and so we know that I; — ¢ was added
to S earlier in the algorithm than J — ¢. now let us look at the instance of
line [12|in Algorithm [3| when the rule J — ¢ was added to S. In this case (using
notation from the algorithm description, and S denoting the current S at that
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Algorithm 3: Reduced solution for (P, K)

Input: Logic programs P and K with Tp : 71 — Zy and Tk : 71 — Zs which

satisfy our standing assumptions.

Output: A reduced solution for (P, K).

1: Set S =0 and B = B; UBs.
2: Set Z to be the power set of .
3: Choose a total linear order < on Z, such that for any I;, [; € T with i < j we
have |I;| < |I;].
4: for all I = {p1,...,pm} € 71, chosen in ascending order according to < do
5:  for all ¢ € Tp(I) do
6: if INKAS - qthen
7 Set endloop = false.
8: Choose first J = {b1,...,b,} € Z according to <.
9: while endloop = false do
10: if INKASA(J— q) = qthen
11: f{HeZ, | HANAKANSAN(J—=q Eq C{HeL|qeTpr(H)}
then
12: Add the rule J — g to S and set endloop = true.
13: end if
14: else
15: Choose next J = {b1,...,bn} € Z according to <.
16: end if
17: end while
18: end if
19:  end for
20: end for

21: Return S as a result.

moment) we know that IAK ASA(J = q) Eqand I AK AS [~ q. This
implies I A K A S |= J, and because Iy C J we obtain I A K A S = I;. But we
also have already observed that Iy — ¢ is already contained in S at this stage,
and thus we obtain I A K' A S |= ¢, which contradicts the earlier statement that
INKAS £ g We thus have to reject the assumption that S is not reduced;
hence S is indeed reduced. This completes the proof.

To close, we give a somewhat more complex example. Let By = {p1, p2, p3}
and B = {q1,q2, ¢3,qa}. Consider the program P as

P1— q1 P2 — q1
pP1 — Q2 P2 — q2
P1—q3 P2 — q3

P1 — G4 D2 AN P3 — Q4
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and K as
p1—T1 P2 Ap3 =11
p1 — T2 P2 — T2
p2 — T3.

Then there is only one reduced solution Pk for (P, K), which is
T2 = q1 T2 = 42
T2 = q3 1 > qq.

Note, that Pk is simpler and shorter than P.

4 Related Work

It would be out of place to have a lengthy discussion of related work in neural-
symbolic integration, or even just on the topic of rule extraction, in this brief
paper. We hence limit ourselves to some key pointers including overview texts.
We already discussed the rule-extraction work [I5] on which our work is based,
and [§ which pursues a different approach based on inspecting weights. For
more extensive entry points to literature on neural-symbolic integration we refer
to [2I607IT0] and to the proceedings of the workshop series on Neural-Symbolic
Learning and Reasoningﬂ

Regarding the novel aspect of this work, namely the utilization of background
knowledge for rule extraction, we are not aware of any prior work which pursues
this. However, concurrently the second author has worked on lifting the idea to
the application level in [I9], by utilizing description logics and Semantic Web
background knowledge in the form of ontologies and knowledge graphs [12] to-
gether with the DL-Learner system [I6] for rule extraction. The results herein,
which are constrained to the propositional case, can be considered foundational
for the more application-oriented work currently pursued along the lines of [19].

We are also greatful that a reviewer pointed out a possible relationship of our
work with work laid out in [I8] in the context of abduction in logic programming.
Looked at on a very generic level, the general abduction task is very similar to
our formulation in equation , which means that the field of abduction may in-
deed provide additional insights or even algorithms for our setting. On the detail
level, however, [I8] differs significantly. Most importantly, [I8] consideres literals
or atoms as abducibles, i.e., an explanation consists of a set of literals, while in
our setting explanations are actually rule sets. Another difference is that [18]
considers logic programs under the non-monotonic answer set semantics, i.e.,
logic programs with default negations, while we consider only logic programs
without negation in our work — it was laid out in much detail in [I5] that propo-
sitional rule extraction under negation has a significantly different dynamics.
Nevertheless, the general field of abduction in propositional logic programming
may provide inspiration for further developing our approach, but working out
the exact relationships appears to be a more substantial investigation.

3 http://neural-symbolic.org/
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5 Conclusions and Further Work

We have investigated the issue of propositional rule extraction from trained neu-
ral networks under background knowledge, for the case of definite rules. We have
shown that a mild assumption on the background knowledge and monotonicity
of the input-output function of the network suffices to guarantee that a reduced
logic program can be extracted such that the input-output function is exactly
reproduced. We have also shown that the solution is not unique. Furthermore,
we have provided algorithms for obtaining corresponding reduced programs.

We consider our results to be foundational for further work, rather than
directly applicable in practice. Our observation that background knowledge can
yield simpler extracted rulesets of course carries over to more expressive logics
which extend propositional logic.

It is such extensions which we intend to pursue, which hold significant promise
for practical applicability: structured information on the World Wide Web, as
discussed in the Introduction, is provided in logical forms which are usually
non-propositional fragments of first-order predicate logic, or closely related for-
malisms. In particular, description logics [I], i.e. decidable fragments of first-
order predicate logic, form the foundation of the Web Ontology Language OWL.
First-order rules are also commonly used [I4]. This raises the question how to
extract meaningful non-propositional rules from trained neural networks while
taking (non-propositional) background knowledge, in a form commonly used on
the World Wide Web, into account.

Acknowledgements. The first two authors acknowledge support by the Ohio Fed-
eral Research Network project Human-Centered Big Data.
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