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ABSTRACT
In online learning to rank we are faced with a tradeoff between
exploring new, potentially superior rankers, and exploiting our pre-
existing knowledge of what rankers have performed well in the past.
Multileaving methods offer an attractive approach to this problem
since they can efficiently use online feedback to simultaneously
evaluate a potentially arbitrary number of rankers. In this talk we
discuss some of the main challenges in multileaving, and discuss
promising areas for future research.
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1 INTRODUCTION
Online evaluation of rankers is the evaluation of rankers in a fully
functioning system based on implicit measurement of real users’
experiences of the system in a natural usage environment [5].

By evaluating in a natural usage environment, i.e. based on how
people use the system in their day-to-day lives, we can avoid a
key problem of offline evaluation methods, that they can only ap-
proximate a real user’s feedback, and we can avoid the possible
distortions that can occur due to the less natural usage environ-
ment present in a lab-based study. Furthermore user behaviour can
be easily logged with no additional effort from the user. This pro-
vides online evaluation methods with inexpensive access to large
amounts of timely training data [4]. On the other hand, the implicit
measurement of feedback, meaning the logging of clicks and other
user behaviours, is noisy and difficult to interpret. As a result, these
large amounts of training data are necessary to reliably infer quality
differences between rankers. A click during a web search session
can be a mistake, or even if it is not a mistake, cannot be interpreted
as an absolute signal of quality. Instead, a click on a given document
may only support the relative judgement that this document was
more useful than the other documents inspected by the user.

One of the key drawbacks of online evaluation methods is that
the outputs of new, potentially poor, rankers are presented to ac-
tual users. If a new ranker is poor, users will be presented with
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poor results and, in the worst case, might abandon the service [6].
Conversely, if new rankers are not presented there is a risk of over-
looking better rankers in the pool of rankers. In online learning
the question of determining a proper exploration level is known as
the exploration-exploitation tradeoff. The problem of managing this
tradeoff for multileaving methods was first addressed in [3].

The gold standard for online evaluation of rankers is A/B testing
of the rankers on separate random subsets of the users or queries
[8]. A/B testing allows for rankers to be compared on real users, ac-
cording to the exact, specific use case that the experimenter wishes
to examine, and according to the exact metric by which the experi-
menter measures success. The primary cost associated with A/B
testing is the number of user impressions that are required to reli-
ably distinguish performance. Since we can measure exactly what
we want with A/B testing, the goal of alternative online evaluation
methods should be to replicate the expected outcomes of A/B tests,
while requiring fewer user impressions than A/B testing.

In online evaluation, it is often easier for users to make relative
judgements, rather than absolute judgements. For example, it is
easier for a user to say that document A is more relevant for a
certain query than document B, than to say how relevant each
document is. This intuition partly motivates the introduction of
interleaving as a method to compare rankers. Interleaving methods
have two stages, and compare pairs of rankers by first combining
the ranked lists produced by each ranker into a single ranked list
and displaying this list to the user. They then infer which ranker
is better from implicit feedback, e.g. clicks, collected from the user.
This approach has the benefit that the comparison is carried out
on the same user, eliminating the between user variance which
would affect a comparison between rankers A and B on separate
users. Interleaving methods were found to require 1-2 orders of
magnitude less interaction data than absolute metrics to detect
even small differences in retrieval quality [4]. Additionally, it has
been shown that the credit inference stage of interleaving methods
can be tuned so that their outcomes agree well with the relative
outcomes of A/B testing [8].

Multileaving is a generalisation of interleaving that allows more
than two rankers to be simultaneously compared [2, 7, 9]. In this
case, K > 2 rankers are compared by creating a new ranked re-
sults list that consists of documents selected from the documents
retrieved by the K rankers and then inferring based on the user’s
clicks how good each ranker is. Multileaving has been shown to
use click feedback more efficiently than interleaving [9].

Like interleaving, multileaving methods have two distinct stages;
the first stage involves sampling the documents to be displayed to
the user, and the second stage assigns credit to the rankers based
on the user’s clicks. The sampling stage is often a straightforward
generalization of those proposed in the interleaving literature, for
example one method is to randomly order the rankers and then, in
turns, sample the top remaining document from each ranker. These
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sampling strategies are not uniform, i.e. some documents are much
more likely to be sampled than others. The expected outcome of
the credit assignment stage is affected by the probabilities of the
documents being sampled during the first stage. Specifically, the
ranker quality estimates in multileaving methods are skewed by
artefacts of the sampling process, and this can cause substantial
errors in the accuracies of multileaving estimates of ranker quality.

Multileaving offers dramatically improved efficiency over inter-
leaving, allowing large numbers of rankers to be compared with
very little interaction data, however this comes at the price of the
above described problem which can affect the accuracy of the com-
parisons1.

2 FUTURE CHALLENGES
This talk identified several challenges and areas for future work in
multileaving.

• An important challenge for multileaving methods is to max-
imize agreement with A/B testing. Ideally, the goal should
be to provide theoretical guarantees that the outcome of a
multileaving experiment agrees with that of A/B testing for
a broad class of A/B testing metrics, and under as weak a set
of assumptions as possible.

• There are tradeoffs between the efficiency with which we
can learn, and the quality of the displayed list to the user.
For example, if all the rankers being compared agree about
a given document being relevant, it is probably a good idea
from a user experience point of view to display this document
to users, but we learn nothing about the relative quality of
the rankers from clicks on this document. How can this
tradeoff between information gain and document quality be
managed in an optimal manner?

• Can document selection be done in amore intelligentmanner
than those currently employed by multileaving methods? In
particular is it possible to aggregate the information between
rankers during learning so that the multileaved list can be
expected to be better than that of most of the individual
rankers?

• How can counterfactual methods and multileaving methods
be combined tominimize the deterioration in user experience
during evaluation?
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