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Abstract— Semantic Web Mining can be considered as Data of frequent pattern discovery [3]. It implements a framework
Mining (DM) for/from the Semantic Web. Current DM systems  for learning Semantic Web rules [4] which adoptsC-log
could serve the purpose of Semantic Web Mining if they were [5] as the Knowledge Representation and Reasoning (KR&R)

more compliant with, e.g., the standards of representation for . : . .
ontologies and rules in the Semantic Web and/or interoperable SEtting and Inductive Logic Programming (ILP) [6] as the

with well-established tools for Ontological Engineering (OE) that Methodological apparatus.
support these standards. In this paper we present a middleware, Semantic Web Mining[7] is a new application area which
SWING, that integrates the DM system.AL-QUIN and the OE  ajms at combining the two areas of Semantic Web [8] and Web
tool Protege-2000 in order to enableAL-QUIN to Semantic Web  \jining [9] from a twofold perspective. On one hand, the new
applications. This showcase suggests a methodology for building ; . . .
Semantic Web Mining systems. semantic structures in _the Web can be exploited to improve
the results of Web Mining. On the other hand, the results of
|. INTRODUCTION Web Mining can be used for building the Semantic Web. Most
Data Mining (DM) is an application area arisen in the 1990s/ork in Semantic Web Mining simply extends previous work
at the intersection of several different research fields, notalitythe new application context. E.g., Maedche and Staab [10]
Statistics, Machine Learning and Databases, as soon as dezpply a well-known algorithm for association rule mining to
opments in sensing, communications and storage technologlescover conceptual relations from text. Indeed, we argue that
made it possible to collect and store large collections of scieBemantic Web Mining can be considered as DM for/from the
tific and commercial data [1]. The abilities to analyze such dagemantic Web. Current DM systems could serve the purpose
sets had not developed as fast. Research in DM can be loog#l{semantic Web Mining if they were more compliant with,
defined as the study of methods, techniques and algorithmséag., the standards of representation for ontologies and rules in
finding models or patterns that are interesting or valuable the Semantic Web and/or interoperable with well-established
large data sets. The space of patterns if often infinite, and tie®ls for Ontological Engineering (OE) [11], e.g. Fegt-2000
enumeration of patterns involves some form of search in of2], that support these standards.
such space. Practical computational constraints place severkn this paper we present a middlewa®VING, that inte-
limits on the subspace that can be explored by a data minigatesA£-QuIN and Proége-2000 in order to enable Seman-
algorithm. The goal of DM is eithepredictionor description tic Web applications ofA£-QuIN. This solution suggests a
Prediction involves using some variables or fields in theethodology for building Semantic Web Mining systems, i.e.
database to predict unknown or future values of other variablege upgrade of existing DM systems with facilities provided
of interest. Description focuses on finding human-interpretatidg interoperable OE tools.
patterns describing data. Among descriptive tasks, data sumThe paper is structured as follows. Section 1l and Il
marization aims at the extraction of compact patterns thadiefly introduce AL-QUIN and Proége-2000 respectively.
describe subsets of data. There are two classes of meth8dstion IV presents the middlewa$8VING. Section V draws
which represent taking horizontal (cases) and vertical (fieldsdnclusions and outlines directions of future work.
slices of the data. In the former, one would like to produce
summaries of subsets, e.g. producing sufficient statistics or Il. THE DM SYSTEMAL-QUIN
logical conditions that hold for subsets. In the latter case, oneThe systemAL-QUIN [2] (a previous version is described
would like to describe relations between fields. This class of [13]) supports a variant of the DM task of frequent pattern
methods is distinguished from the above in that rather thdiscovery. In DM apatternis considered as an intensional
predicting the value of a specified field (e.g., classificatiomescription (expressed in a given language of a subset
or grouping cases together (e.g. clustering) the goal is to finfl r. The support of a pattern is the relative frequency of
relations between fields. One common output of this verticdle pattern withinr and is computed with the evaluation
data summarization is calleflequent (association) patterns function supp The task offrequent pattern discovergims at
These patterns state that certain combinations of values octhe extraction of alfrequentpatterns, i.e. all patterns whose
in a given database with a support greater than a user-defisegport exceeds a user-defined thresholthisimum support
threshold. The syster£-QUIN [2] supports the DM task The blueprint of most algorithms for frequent pattern discovery



form of DATALOG [16] that is obtained by usinglLC concept

assertions essentially as type constraints on variables. The
P \ portion K of B which encompasses the whol and the
- LIRN poTHot . :
Knowledge NS intensional part (IDB) ofIl is considered asackground
e -~ MW . . . .
‘ 3 " § knowledge The extensional part ofl is partitioned into
‘1‘*: Q '{ portions A; each of which refers to an individual of C,.;.
< ..? The link betweend; anda; is represented with the DALOG
W literal ¢(a;). The pair(g(a;), A;) is calledobservation
Structural Relational Reusqru'ng The |anguageC == {L"l}lglgmamG Of pattel’nS a”OWS fOI’
Knowledge Pase > Rnowledge Base Tl the generation ofA£-log unary conjunctive queries, called
AL-log Knowledge Base @ O-queries. Given a reference conceépt. s, an O-query Q) to

an AL-log knowledge baseé is a (linked and connected)
constrained BTALOG clause of the form

Q :q(X) — 0617...,057”&)( : Oreffyla---a’}/’n

where X is the distinguished variableand the remaining
variables occurring in the body of) are the existential

is the levelwise search3]. It is based on the following Variables Note thata;, 1 < j < m, is a DATALOG literal
assumption: If a generality order for the languagel of Whereasy,, 1 < k < n, is an assertion that constrains a
patterns can be found such thatis monotonic w.rt.supp, Variable already appearing in any of the’s to vary in the
then the resulting spade’, =) can be searched breadth-firstange of individuals of a concept defined i The O-query
startipg from the m.ost general _patternzirand_by alternating Qi = q(X) — &X : Crey
candidate generatiorand candidate evaluationphases. In
particular, candidate generation consists of a refinement stggalledtrivial for £ because it only contains the constraint
followed by a pruning step. The former derives candidaté@r the distinguished variableX. Furthermore the language
for the current search level from patterns found frequent # is multi-grained i.e. it contains expressions at multiple
the previous search level. The latter allows some infrequéfvels of description granularity. Indeed it is implicitly defined
patterns to be detected and discarded prior to evaluation thahisa declarative bias specificatiowhich consists of a finite
to the monotonicity of-. alphabet4 of DATALOG predicate names and finite alphabets
The variant of the frequent pattern discovery problem whidh (one for each level of description granularity) ofALC
is solved by.AL-QuIN takes concept hierarchies into accourfioncept names. Note that the’s are taken from4 and~;’s
during the discovery process [14], thus yielding descriptior@e taken fromI". We impose. to be finite by specifying

of a data set at multiple granularity levels up to a maximumsome bounds, mainly.az:D for the maximum depth of search
level maxG. More forma”y, given andmazG for the maximum level of granularlty.

The support of an O-query Q € L£! w.rt an AL-log
Enowledge basé# is defined as

Fig. 1. Organization of the hybrid knowledge bases used f+QUIN.

- a data set including a taxonomyZ where a reference
conceptC,..r and task-relevant concepts are designate

« a multi-grained languagél'}i <;<mazc Of patterns supp(Q, B) =| answerset(Q,B) | / | answerset(Qy, B)
. l . . _
* gljst{mmsup hsismaza OF Minimum support thresh where Q; is the trivial O-query for £. The computation of

support relies on query answering IAL-log. Indeed, an

the problem offrequent pattern discovery at levels of snhswerto an O-query Q is a ground substitutiod for the
description granularity 1 < [ < mazG, is to find the set gjstinguished variable of). An answerd to an O-queryQ is
F of all the patterns” € L' frequent inr, namely P's with 5 correct (resp. computed) answerr.t. an.AZ-log knowledge
supports such that (i)s > minsup’ and (ii) all ancestors of pases if there exists at least one correct (resp. computed)
P w.rt. T are frequent. Note that a patte€h is considered snswer tobody(Q)6 w.r.t. B. Therefore proving that a®-
to be an ancestor aP if it is a coarser-grained version a?. query @ covers an observatiofy(a;), 4;) w.r.t. K equals to

In AL-QUIN (AL-log Query INduction) the data satis proving thatt; = {X/a;} is a correct answer t@) W.r.t.
represented as adL-log knowledge basés and structured g, — K U A,.
as illustrated in Figure 1. The structural subsystenis based  The systemA£-QuIN implements the aforementioned lev-
on ALC [15] and allows for the specification of knowledge ing|wise search method for frequent pattern discovery. In par-
terms of classesconcepty binary relations between classesgjcular, candidate patterns of a certain level (called k-
(roles), and instancesir{dividualy. In particular, the TBoXI"  patterng are obtained by refinement of the frequent patterns
contains is-a relations between conceptsi¢mg whereas the giscovered at levek — 1. In AL-QUIN patterns are ordered

ABOX M Containsl in'St'ance'Of I’e|ati0nS betWeen indiVidUaléccording toB_SlJbsumption (Wh|Ch haS been proved to fu|f|||
(resp. couples of individuals) and concepts (resp. rolas) (
sertion3. The relational subsysteii is based on an extended *For the definition of linkedness and connectedness see [6].



the abovementioned condition of monotonicity [13]). Th OWL GUI Plugins
. . . | (SWRL Editors, ezOWL,
search starts from the most general patterrCiand iterates OWL Extension APIs € OWLViz, Wizards, etc.)
through the generation-evaluation cycle for a number of tim —— ST owsEe 67
that is bounded with respect to both the granularity level ‘ \V Protege owicu IB
(maxG) and the depth levet (maacD) M Protégé OWL APl <— CO(nE;t;‘);ensSs\\Jc\;?dlgEg:tueric} n_j_
Since AL-QUIN is implemented with Prolog, the internall .o | "™ ' s
representation language.i-QuIN is a kind of DaTALOG 97 (Parsing, Reasoning) ' %7 S
[17], i.e. the subset of BrALOG” equipped with an equational ~L Protégé GUI E
theory that consists of the axioms of Clark’s Equality Theot e s, [T Wiogets, Menus) 4
augmented with one rewriting rule that addsquality atoms g g ec) o
s # t to any P € L for each pair(s,t) of distinct terms ©
occurring in P. Note that concept assertions are rendered %}ﬁ rg—ﬁ 2
membership atome®.g.a : C becomes:_C(a). |_Storage | Storage &

I1l. THE OE TOOL PROTEGE-2000

Progge-2006 [18] is the latest version of the P& line
of tools, created by the Stanford Medical Informatics (SMI)
group at Stanford University, USA. It has a community of

thousands of users. Although the development of&ppohas o , . )
historically been mainly driven by biomedical applications, thBro€g-2000's form editor, where users can select alternative

system is domain-independent and has been successfully Use®f interface widgets for their project. The user interface
for many other application areas as well. Rgg2000 is a cons_lsts of panelgdbg for editing classes, properties, forms
Java-based standalone application to be installed and run i@"4 instances. . _ . _
local computer. The core of this application is the ontology Prog&ge-2000 has an extensible archlltecture, i.e.an architec-
editor. Like most other modeling tools, the architecture d¢re that allows special-purpose extensions (alkg-ing to be
Pro&ge-2000 is cleanly separated into a model part and€&Sily m_tegrated. Thes? extensions usually_ pe_rfor_m functions
view part. Proége-2000's model is the internal representatioROt Provided by the Preége-2000 standard distribution (other
mechanism for ontologies and knowledge bases. &ggot YPES of wsuah;atu_m, new import ar]d export forma_ts, etc.),
2000's view components provide a Graphical User Interfad®@plement applications that use Fege-2000 ontologies, or
(GUI) to display and manipulate the underlying model. gllow conﬂgurmg .the ontology editor. Most pf these plug-
Pro&ge-2000's model is based on a simple yet flexiblf!S are available in the Prege-2000 Plug-in Library, where
metamodel [12], which is comparable to object-oriented arf@ntributions from many different research groups can be
frame-based systems. It basically can represent ontologi@dnd. One of the most popular in this library is the OWL
consisting of classes, propertietats, property characteristics Plug|n. [19]. o )
(facetsand constraint3, and instances. Prege-2000 provides _ AS illustrated in Figure 2, th@©WL Plugin extends the
an open Java APl to query and manipulate models. Ayoege-2000 model and its API with classes to represent the
important strength of Prétg-2000 is that the Prége-2000 OWL? specification. In particular it supports RDF(S), OWL
metamodel itself is a Prége-2000 ontology, with classes that-ite, OWL DL (except for anonymous global class axioms,
represent classes, properties, and so on. For example, theVifiich need to be given a name by the user) and significant
fault class in the Protege base system is called :STANDARBarts of OWL Full (including metaclasses). The OWL API
CLASS, and has properties such as :NAME and -DIRECRasically encapsulates the internal mapping and thus shields
SUPERCLASSES. This structure of the metamodel enabi€ user from error-prone low-level access. Furthermore the
easy extension and adaption to other representations. ~ OWL Plugin provides a comprehensive mapping between its
Using the views of Pra@gg-2000's GUI, ontology designerseXte“ded API and the standard OWL p.arsing library 3ehiae
basically create classes, assign properties to the classes, Rif§ence of a secondary representation of an OWL ontology
then restrict the properties facets at certain classes. UsiRgerms of Jena objects means that the user is able to invoke
the resulting ontologies, Pi&g2-2000 is able to automatically & itrary Jena-based services such as interfaces to classifiers,
generate user interfaces that support the creation of individug€rY languages, or visualization tools permanently. Based on
(instances). For each class in the ontology, the system credfi&above mentioned metamodel and API extensions, the OWL
one form with editing componentsvidget§ for each property Plugin prowdps sever_al custom-tailored GUI components for
of the class. For example, for properties that can take singfVL. Also it can directly access DL reasoners such as
string values, the system would by default provide a text fieRACER [20]. Finally it can be further extended, e.g. to support
widget. The generated forms can be further customized wig¥VL-based languages like SWRL

Fig. 2. Architecture of the OWL Plugin for Prge-2000.

2The distribution of interest to this work is 3.0 (February 2005), freely °http://www.w3.org/2004/0WL/
available athttp://protege.stanford.edu/ under the Mozilla open- http://jena.sourceforge.net
source license. Shttp://www.w3.org/Submission/SWRL/



Q> which turns out to be frequent because it has support
supp(Q2, Bera) = 13% (> minsup?). This has to be read

| as '13 % of Middle East countries speak an Indoeuropean
T language’. o

28 SWing - Semantic Web iining

SWing _ A£-Quin

-| the parameter settings. One of these findings is the pattern
T =y

Protégé-2000 +

OWL Plugin File DataPre-processing  Tools
EdSet concepts
(CT)) Ortology structure: Reference concept
e e .
Fig. 3. Architecture and I/O oSWING. [»] X et
ot Task-relevant concepts
* Euvas\ancnumvvy n
# MiddeEastCountry A Task-rel evart eoncepts ;Z’u‘;t:“
# AustralianCourntr:
IV. ENABLING AL-QUIN TO SEMANTIC WEB
APPLICATIONS WITH PROTEGE-2000
<I) Instances
To enableAL-QuUIN to Semantic Web applications we havq = g
developed a software componehVING, that assists usersf ..
of AL-QuIN in the design of Semantic Web Mining session§ e
As illustrated in Figure 3SWING is a middleware because it
interoperates via API with the OWL Plugin for Pégg-2000 [ow ]
to benefit from its facilities for browsing and reasoning off
OWL ontologies. Fig. 4. SWING: step of concept selection.

Example IV.1. The screenshots reported in Figure 4, 5, 6

and 7 refer to a Semantic Web Mining session w8iVING

for the task of finding frequent patterns in the on-line CIA

World Fact BooR (data set) that describe Middle East couniaEtiaETT

Fie Data Pre-processing Tools

tries (reference concept) w.rt. the religions believed and tiFETTms

languages spoken (task-relevant concepts) at three levely ... ...
granularity (maxzG = 3). To this aim we defin€qr, as the set | o &
of O-queries withC,..y = MiddleEastCountry that can be g e =

generated from the alphabet= {believes/2, speaks/2} e 3 =

of DATALOG binary predicate names, and the alphabets <]

I''= {Language, Religion}

2= {IndoEuropeanLa,nguage, ...,MonotheisticReligion,.. }

3= {IndoI’ranz’anLanguage, ..., MuslimReligion,.. }

of ALC concept names fot < [ < 3, up to mazD = 5.

Examples ofD-queries inL¢p, are: ] ) )
Fig. 5. SWING: step of relation selection.

Q1= q(X) «— & X:MiddleEastCountry
Q1= q(X) «— speaks(X,Y) &
X:MiddleEastCountry, Y:Language
Q2= q(X) «— speaks(X,Y) &
X:MiddleEastCountry, Y:IndoEuropeanLanguage
Q3= q(X) «— believes(X,V)&
X:MiddleEastCountry, Y:MuslimReligion

A wizard provides guidance for the selection of the (hybrid)
data set to be mined, the selection of the reference concept
and the task-relevant concepts (see Figure 4), the selection
of the relations - among the ones appearing in the relational
component of the data set chosen or derived from them -
where Q, is the trivial O-query for Lczy, Q1 € LL,,, Q2 € with which the task-relevant concepts can be linked to the
£%,, andQs € £2,,. Note thatQ, is an ancestor of,. reference concept in the patterns to be discovered (see Figure

Minimum support thresholds are set to the following value§: and 6), the setting of minimum support thresholds for each
minsup' = 20%, minsup? = 13%, and minsup® = 10%. level of description granularity and of several other parameters
After mazD = 5 search stagesAL-QUIN returns 53 fre- required by AC-QUIN. These user preferences are collected

quent patterns out of 99 candidate patterns compliant wifA @ file (see ouput file“.lb in Figure 3) that is shown in
preview to the user at the end of the assisted procedure for
Snttp://wuw.odci.gov/cia/publications/factbook/ confirmation (see Figure 7).
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Fig. 6. SWING: editing of derived relations.
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Fig. 7. SWING: preview of the language bias specification.

A. A closer look to the I/O

The input to SWING is a hybrid knowledge base that

IndoEuropeanLanguage [_ Language.
IndoIranianLanguage [ IndoEuropeanLanguage.
MonotheisticReligion [ Religion.
MuslimReligion [ MonotheisticReligion.

and membership assertions such as

’IR’:AstanCountry.

’Arab’ :MiddleEastEthnicGroup.
<’IR’,’Arab’>:Hosts.
’Perstan’:IndoIranianLanguage.
’ShiaMuslim’:MuslimReligion.
’SunniMuslim’ :MuslimReligion.

that define taxonomies for the conceptSountry,
EthnicGroup, Language and Religion. Note that Middle
East countries (concepMiddleEastCountry) have been
defined as Asian countries that host at least one Middle
Eastern ethnic group. In particular, Iran’fRr’) is classified

as Middle East country.

Since Ci.f=MiddleEastCountry, the DATALOG
database is partitioned according to the individuals
of MiddleEastCountry. In particular, the observation
(¢(’IR’), Ar) containsDATALOG facts such as

language (’IR’, ’Persian’,58) .
religion(’IR’, ’ShiaMuslim’,89).
religion(’IR’, ’SunniMuslim’, 10).

concerning the individuab IR . %

The output file*.db contains the input BraLOG database
eventually enriched with an intensional part. The editing of
derived relations (see Figure 6) is accessible from the step of
relation selection (see Figure 5).

Example IV.3. The outputDATALOG databasecia_ezpl.db
for Example IV.1 enriches the inpuDATALOG database
cia_ezpl.eddb with the following two clauses:

speaks (Code, Lang)« language(Code,Lang,Perc),
c_Country(Code), c_Language (Lang).

consists of an ontological data source - expressed as a OWHLieves(Code, Rel)—religion(Code,Rel,Perc),

file - and a relational data source - also available on the Web

- integrated with each other.

c_Country(Code), c_Religion(Rel).

that define views on the relationsanguage and religion

Example IV.2. The knowledge basB.;, for the Semantic respectively. Note that they correspond to the constrained
Web Mining session of Example IV.1 integrates an OWDATALOG clauses

ontology (filecia_exzp1. owl) with a DATALOG database (file
cia_expl.eddb) containing fact$ extracted from the on-line
1996 CIA World Fact Book. The OWL ontol8ggontains

axioms such as

AsianCountry C Country.

MiddleEastEthnicGroup C EthnicGroup.

MiddleEastCountry =

AstanCountry JHosts.MiddleEastEthnicGroup.

"http://www.dbis.informatik.uni-goettingen.de/Mondial/

mondial-rel-facts.flp

8In the following we shall use the corresponding DL notation

speaks (Code, Lang)«— language(Code,Lang,Perc) &
Code:Country, Lang:Language.

believes(Code, Rel)«—religion(Code,Rel,Perc) &
Code:Country, Rel:Religion.

and represent the intensional part Of;,. O

The output file*.Ib contains the declarative bias specifica-
tion for the language of patterns and other directives.

Example 1V.4. With reference to Example IV.1, the content
of cia_expi.1b (see Figure 7) defines - among the other
things - the language .z, of patterns. In particular the first



5 directives define the reference concept, the task-relevant
concepts and and the relations between concepts. {0  hierarchy(c_Language,3, c_IndoEuropeanLanguage,

. . _Indol LanL , c.Slavicl .
The output files*.abox.n and *.tbox are the side effect of [e-IndoIranianLanguage, c ave anguage])
hierarchy(c_Language, 3, c_.UralAdltaicLanguage,

the step of concept selection as illustrated in the next section.
Note that these files together with the intensional part of the
*.db file form the background knowledgé€ for AL-QUIN.

[c_TurkicLanguage]) .
1erarchy(c_Religion, 3, c_MonotheisticReligion,
[c_ChristianReligion, c_JewishReligion, c_MuslimReligion]).

B. A look inside the step of concept selection for the layer73. o

The step of concept selection deserves further remarks . or :
because it actually exploits the services offered by &gt  NOte that the translation from OWL to DALOG™" is
2000. Indeed it also triggers some supplementary computati%,ss'ble because we assume talditthg conpepts are named.
aimed at making a OWL background knowledgeusable This means that an equivalence axiom is required for each
by AL-QUIN. To achieve this goal, it supplies the following
functionalities:

« levelwise retrieval w.r.t3:
« translation of both (asserted and derived) concept asser-
tions and subsumption axioms Bfto DATALOG“? facts

The latter relies on the former, meaning that the results of theThe middlewareSWING supplies several facilities tal.-
levelwise retrieval are exported toARAL0GP! (see output QUIN, primarily facilities for compiling OWL down to
files *.abox.n and*.tbox in Figure 3). Theretrieval problem DATALOG. Note that DA\TALOG is the usual KR&R setting

is known in DLs literature as the problem of retrieving all th&r ILP. In this respect, the pre-processing method proposed by
individuals of a concepC [21]. Here, the retrieval is called Kietz [22] to enable ILP systems to work within the framework
levelwisebecause it follows the layering &F: individuals of Of the hybrid KR&R system CARIN [23] is related to ours

concepts belonging to thieth layer 7' of T are retrieved all but it lacks an application. Analogously, the method proposed
together. in [24] for translating OWL to disjunctive BraLoc is far

N too general with respect to the specific needs of our applica-
Example IV.5. The DATALOG™" rewriting of the concept tion. Rather, the proposal of interfacing existing reasoners to
assertions derived fo7 > produces facts like: combine ontologies and rules [25] is more similar to ours in
the spirit. FurthermoreSWING follows engineering principles
because it promotes the reuse of existing systed1sQuIN
and Proége-2000) and the adherence to standards (either
normative - see OWL for the Semantic Web -d#& facto- see
DATALOG for ILP). Finally the resulting artifact overcomes the
capabilities of the two systems when considered stand-alone.
In particular,. AL-QuUIN was originally conceived to deal with
ALC ontologies. Since OWL is equivalent 8HZ Q [26] and
ALC is a fragment ofSHZQ [21], the middlewareSWING
allows AL-QUIN to deal with more expressive ontologies and
to face Semantic Web applications.

For the future we plan to exter§)VING with facilities for

that are stored in the fileia_ezp1. aboz 2. o N extracting information from semantic portals and for present-
The file cia_ezp1. tboz contains aDATALOG ! rewriting ing patterns generated b¥C-QUIN.

of the taxonomic relations df such as:

complex concept in the knowledge base. Equivalence axioms
help keeping concept hames (used within constrainetab
LOG clauses) independent from concept definitions.

V. CONCLUSION

oI

c_AfroAsiaticLanguage (’Arabic’).
c_-IndoEuropeanLanguage (’Persian’).
c_UraldltaicLanguage (’Kazak’) .

c_MonotheisticReligion(’ShiaMuslim’).
c_-MonotheisticReligion(’SunniMuslim’).

c_PolytheisticReligion(’Druze’).
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