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PREFAZIONE

Le tecnologie degli agenti stanno assumendo un ruolo centrale non solo nel settore dell’in-
telligenza artificiale, ma anche in settori pid tradizionali dell’informatica quali I'ingegneria del
soffware e i linguaggi di programmazione, dove il concetfto di agente viene considerato una
naturale estensione di quello di oggetto. Limportanza di queste tecniche & dimostrata anche
in campo industriale dall’interesse per il loro utilizzo nella realizzazione di strumenti e applica-
zioni in molteplici aree.

Ormai giunto alla sua settima edizione, il workshop "WOA: dagli Oggetti agli Agenti” costitui-
sce un’usuale occasione di scambio di idee per tutti i ricercatori che operano nell’ambito dei
sistemi ad agenti. L'edizione 2006, svoltasi dal 26 al 27 Settembre presso la Facoltd di Ingegne-
ria dell’Universita di Catania, & stata patrocinata dall’Associazione Italiana per I'Intelligenza
Arfificiale (AI*IA) e dall’ Associazione Italiana Tecnologie Avanzate Basate su concetti Orientafi
ad Oggetti (TABOO). Questa edizione ha avuto come tfema principale i Sistemi GRID, Self-* e
Peer-to-Peer, anche se gli articoli presentati hanno poi spaziato su varie tematiche relative al
mondo degli agenti software. Una novitd introdotta quest’anno € stata la “sessione demo”,
uno spazio riservato a tutti coloro che desideravano dimostrare ai partecipanti al workshop i
propri prototipi di sistemi soffware ad agenti. Inoltre il workshop é stato preceduto, il giorno 25
Settembre 2006, da una miniscuola per studenti di dottorato e laureandi che ha consentito
alle nuove leve della ricerca di conoscere nel dettaglio e discutere produttivamente alcune
tra le tfematiche principali del mondo della ricerca sui sistemi ad agenti.

I Comitato Scientifico Organizzatore desidera esprimere un vivo ringraziomento a tufti co-
loro che hanno contribuito al successo di questa seftima edizione di WOA: gli autori degl
artficoli inviati, i componenti del comitato di programma per il lavoro di revisione, la Facoltd
di Ingegneria dell’Universita di Catania, gli organizzatori locali e tutti collaboratori che hanno
partecipato all’organizzazione.
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simpA-WS: An Agent-Oriented Computing
Technology forWS-based SOA Applications
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Abstract— This document briefly describessimpA-WS, a Java- picture is given byworkspacesvhere ensembles of individuals
based agent-oriented computing technology to flexibly and ef- work and interact in a coordinated manner, by communicating
fectively implement WS-I compliant SOA/WS applications—i.e. 544 gharing / using the same artifacts, so as to achieve some
Web-Service applications with a Service-Oriented Architecture— kind of obiecti '
both on the user side and the service side. Ind or o .JeCt'Ve'. . .

A&A brings this metaphor down to software engineering,
|. INTRODUCTION conceiving a software system as one or multiple workspaces

simpA-WS is a Java-based technology that makes it posithere ensembles of autonomous entities—the agents—execute
ble to build WS-1 SOA/WS compliant applications adopting aHeir working activities and interact by co-constructing, shar-
agent-oriented style in designing and developing the systeri¥] and using artifacts, analogously to the human case.
simpA-WS is based on ofsimpA model and technology SIMPA provides agents and artifacts as basic high-level
[1], an agent-orientedextension of the Java Object-Orienteduilding blocks to decompose and structure complex systems,
computational model providing high-level abstractions fdp particular:
designing and developing complex software systems. « agents are provided as first-class abstractions to model
On the one sidesimpA-WS provides a framework API to and designpro-active entities, i.e. entites programmed
build user applicationsn terms of sets of agents that flexibly so as to autonomously execute some kind activity—
interact and use Web Services compliant with the WS-I Basic composed by one or motasks—encapsulating the con-
Profile [12], represented astifacts in agent workspaces. On trol of such activities;
the other sidesimpA-WS provides an API framework and e artifacts are provided as first-class abstractions to model
a middleware for building WS-I compliant Web Services in  and design what is used or constructed by agents during
terms of set of agents as providers of the services. their activities, including resources, tools, devices: any
_ _ _ passiveentity encapsulating some kind of functionality,
A. Human Cooperative Working Environments as Background exposed by a proper interface:
Metaphor « workspacesre the logical place where agents and arti-
To tackle the complexity of modern and future software facts are immersed, used to give a topology to the overall
systems, simpA introduces agents and artifacts as high- activities, and then partition the application environment.

level abstractions to design and build distributed / concurrepbjects and classes are used as basic abstractions to define
software systems. This is thA&A (Agents andArtifact) data structures to build agents and artifacts.

conceptual model [16], [15], [10], based on inter-disciplinaré ) _ o
studies involving Activity Theory and Distributed Cognition>: A&A for Implementing SOA / Web Service Applications
as main conceptual background frameworks [9]. simpA-WS makes it possible to exploit th&&A approach

A&A metaphors are taken from human cooperative workir@nd simpA for implementing SOA and Web-Service appli-
environments, where “systems” are composed by individuegtions, following the basic architectured described in W3C
autonomous entities which pro-actively carry on some kind gbcumentation [17](see Fig. 1).
activities or tasks, both individual and cooperative, typically UsingsimpA-WS both service users and providers are mod-
requiring forms of interaction and coordination with othe@lled assimpA agents, as pro-active entities that respectively
individuals. A fundamental aspect of such a picture is tH® need to access and use services in their working activities,
context —or theenvironment— that makes it possibile to suchencapsulating the business logic of user applications,(#nd
activities to take placéArtifacts designed and built by humansprocess the requests and messages for services, encapsulating
are an essential part of such a context, both as outcometfig service business logic. In both cases, artifacts are used as
the activities and as thi®ols exploited by humans to supporthigh-level mediating entities functioning as interfaces, encap-
and realise them. Artifacts can be then resources and objegitating the technology needed to enable the interaction using
constructed during the activities, but also whatever tools WS-* standards. In particular (refer to Fig. 2 and Fig. 3):
used to support humans communication, coordination, and—s on the user side, a specific kind of artifacts — caNg8-
more generally—cooperative working activities. The overall  Artifact — is provided to make it possible fa@gimpA
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agents to access and use what ever existing Web Service e
by simply creating and using instances of such an artifact;
« on the service side, artifacts call&rvice-Artifacts are <> <i>@
provided to make it possible f@mpA agents to get and peie-e B I =t H N g SIS R ~
process the messages delivered to a specific Web Service ~ [swwsman | [ e, | o ] - ‘
again by simply creating and using instances of such an [z | [Cmeromss |
artifact. Ww
The adoption of the agent level of abstraction, and in particular
of agents and artifacts basic building blocks, makes it possible ket
to exploit a fully uncoupled approach for modelling and realis- SEICEAPPLIGATION
ing interaction with Web Services, as required by true service-
oriented architecture [6]. On the one side, agams Web Fig. 3. Abstract architecture cimpA-WS service applications

Services by executing operations WS-Artifact artifacts, by
means of fully asynchronowsctions On the other side, agents

perceivepossible information or result generated Web Servicgs,,_jevel SOAP-based interaction with Web Services on the
by observing events — througimpA sensingprimitives — ;ser side and as Web Service container on the service side,
generated by such artifacts. on top of Tomcat apache Java-based Web Server [8].

Il. SYSTEM REQUIREMENTS simpA and simpA-WS internally exploitstuProlog [5]

and TuCSoN [11] research technologies, respectively a light-

Currently simpA-WS can run on any Java-based platfOm\rvelght Java-based Prolog interpreter and a tuple-based agent
version 5.0. Consequently, it can be seamlessly deploy: 8ord|nat|0n infrastructure.

on machines with different kind of operating systems and
hardware configuration. A light-weight version is planned, in
order to portsimpA-WS—the API for implementing user

application in particular—on J2ME, the Java platform for IV. A SAMPLE APPLICATION
mobile devices, so as to implement user applications on top
of J2ME-enabled smart phones / devices. Among the examples provided witsimpA-WS distribu-

tion, a supply-chain sample application is provided, following
the reference sample application defined by WS-I organisation,

Fig. 2 and Fig. 3 provide an overview of the architecture @lvailable among the deliverables at WS-1 Web Site [13]. The
the simpA-WS technology, respectively on the user side ansupply-chain example is one among the illustrative scenarios
the service side. Fig. 4 shows a mixed and articulated cadefined by the WS-l Sample Applications Working Group
where services are themselves users of other services. to show the benefits of having interoperable Web services

simpA and simpA-WS are fully developed in Java, andapplications, and to demonstrate the application of the WS-
exploit apache Axis2 open-source libraries [7] for realisingprofiles to those scenarios.

IIl. DESIGN AND IMPLEMENTATION
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V. simpA-WS IN REAL-WORLD AND INDUSTRIAL
APPLICATIONS [12]

simpA-WS is one of the technologies experimented fop 3
implementing SOA-based applications in the context of STIL4]
(“Strumenti Telematici per I'Interoperabiitdelle reti di imp- (15]
rese: Logistica digitale integrata per 'Emilia-Romagna”).

STIL is a 2-years project funded by Emilia-Romagna, in the
context of the “Iniziativa 1.1 del Piano Telematico Regionale”
initiative [14]. The project has been funded to push and
improve the research activities in Emilia-Romagna targeté]
to exploit innovative ICT technologies for the creation of a
global digital logistic district. Among the objectives, STIL
is dedicated to the creation of virtual organizations grouping
together different kind of actors directly or indirectly involve
in the logistic supply-chain, providing them effective IC
supports for integrating and innovating their business.

For the purpose, a SOA-based infrastructure has been con-
ceived, designed and implemented to enable interoperability
among the different participants. The STIL infrastructure is
meant to provide an effective support for enabling commu-
nication, coordination and cooperation among the open and
heterogeneous kind of WS-based applications and services.
sSimpA-WS is currently experimented as one of the state-
of-the-art technologies for implementing the applications and
services, and first results are available on STIL web sites [14],

[3].
VI. INDUSTRIAL SUPPORT ANDDISTRIBUTION

simpA andsimpA-WS are open-source projects, and can be
freely downloaded and used for research and non-commercial
purposes from related web sites [1], [2]. Besides the open-
source prototypes, an industrial-version of the technology will
be available as commercial product distributedIRYS [4], a
start-up spin-off company hosted in Cesena.
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|. THE FRAMEWORK

In this abstract we give a brief overview of the PRACTION
IST framework, which supports programmers in developir
BDI agents and is built on top of JADE [1], a widesprea
platform that implements the FIPAspecifications. Therefore,
our agents are deployed within JADE containers and theinmg
cycle is implemented by means of a JADE cyclic behaviot
(figure 2).

PRACTIONIST Framework

JADE Prolog

Fig. 1. PRACTIONIST over JADE and Prolog.

A PRACTIONIST agent is a software component endowe
with the following elements (figure 2):
« aset ofperceptionsand the correspondingerceptorghat
listen to some relevant external stimuli;

Agent-specific components
K L K 1
Belicf Baze Goals fetions .Plan
Library
H Agert- Environment Interaction E
N —  —
: spacific
mereepton > Perceptors hgert Effectors
Leee- R e e L CE R TR E e P e e
Parcsption PR;E.TI'F&';“'ST acion
Handler ED agent =T Clspatoher
Ewnt Aetion
Means-
FRACTIOHNIST Plan
Fannsr e Il b ra Hon ends .
Esllet Logle ] Reasoning argcution
PRACTIOHIST Framework

PRACTIONIST Agent

Fig. 2. Components of PRACTIONIST agents.

actlons

o a set ofbeliefs representing the information the agent )
has got about both its internal state and the externall herefore, a developer who wants to design an agent has to
environment: develop(i) the Goalsthe agent could pursuéij) the means

. a set ofgoalsthe agent wishes or wants to pursue. Theg set of plans, i.e. thBlan Library) to pursue such goals or
represent some states of affairs to bring about or actvitil® réact to the stimuli coming from the environmefii) the

to perform and will be related to either its desires grerceptorsto receive such stimuli{iv) the Actionsthe agent

intentions (see below): could perform and the correspondiBffectors and(v) the set

. a set ofgoal relationsthe agent uses during the deliber®f Peliefs and rulesBelief Basg to model the information

ation process and means-ends reasoning; about both its internal state and the external world (detil
. aset ofplansthat are the means to achieve its intention§€!iefs are given in [2]). , ,
a set ofactionsthe agent can perform to act over its In the following section we give an overview of how to pro-
environment: and gram some of agent components, with reference to the paper
. a set ofeffectorsthat actually execute the actions. "Reasoning about Goals in BDI Agents: the PRACTIONIST

As shown in figure 2, PRACTIONIST agents are structureﬁamework' presented at the WOA 2006 [3].

in two main layers: the framework defines the execution logic Il. IMPLEMENTING AGENT COMPONENTS
and provides the built-in components according to suchia,log

while the top layer includes the specific agent components to! € concepts and the examples given in this section refer to
be implemented, in order to satisfy system requirements. thetileworld demonstrator, which is a multi agent system with
two types of agents, i.e. an agent that manages the enviritnme

Lhtp://www.fipa.org and player agents.



Several simulation parameters can be altered at run ti 2
such as the appear rate and the life cycle of holes, tilf ® B [8]|® O %
and obstacles. These information was represented by delif =" B

BelisfsBelifs updating Messages Help

Open  EflSelectal B Deteselected 9 Deleteal aPFrer %y Color

2 about the state of the environment represented through 1 s | 7| s |_reamone | s | |
following predicates: > E
« gridSize(width: X, height: Yyepresents the size of the L e 5
grid, in terms of width and height, T e §
« holeBirth(rate: X) and holeLifecycle(rate: X)represent - ——
the frequency of holes’ birth and their mean life cycle, R e— .
« tileBirth(rate: X) andtileLifecycle(rate: X)represent the e
frequency of tiles’ birth and their mean life cycle, (58 L3E3 Block! Hock2 block ot BIOC DIoCkS IO IOk DIk LIock10))) L
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« agent(hame: Xyepresents other active player agents. o) DERLG o et |
The framework provides the support to let agent mal
meta-level reasoning. In other words, each player agent, by Fig. 3. The PRACTIONIST Agent Introspection Tool (PAIT).
reasoning on above information, will be able to select the
optimal strategy to increase its score. For example, the pla
FindTileinAmplitudePlarimplements a depth search behaviomonitoring and debugging tool, which supports the analysis
while the planFindTileRandomicallyPlarimplements a ran- the agent’s state during its execution. In particular, tA&TP
dom search strategy. Thus these plans are used by the pl&@gar be suitable to display, test and debug the agents’ raleva
to find a tile in several circumstances. entities and execution flow. Each of these components can
Analogously, agent beliefs about its state refer to the fdbe observed at run-time through a set of specific tabs (see
lowing predicates: figure 3); the content of each tab can be also displayed in an
. position(xPos: X, yPos:Y)epresents the position of theindependent window.
player agent, All the information showed at run-time could be saved
. score(value: Xyepresents the current score of the playel) a file, providing the programmer with the opportunity of
. hold(obj: tile) states that the player agent holds a tile. performing an off-line analysis. Moreover, the PAIT proesd

On the base of such beliefs, some goals are defined as wdl. aréa for log messages inserted in the agent source code,
As an example, theloldTile s a state goal that succeeds wheficcording to the Log4j approach. The usage of this console
hold(obj; tile) is believed true by the agent for the satite. gnd the advantages it provides are described in more details
Thus, in theAchieveTilePlanthe player agent has to identify'" [4].

a tile within the grid to satisfy théloldTile goal and then hold ACKNOWLEDGMENTS

such a tile by executing the action of picking it up. . . . . .
: : . This work is partially supported by the Italian Ministry
The player agent is endowed with thiaker effector, which f Education, University and Research (MIUR) through the

triggers and executes the pick up action and updates fhe-
99 1€ pick up e Aigiect PASAF.

environment status and its internal state. The agent is a

provided with other effectors (e.d/over, Releaser etc.) to REFERENCES
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grid and releasing holding tiles. compliant agent framework,” inProceedings of the Practical
Finally, the cognitive system of the agent includes a set Applications of Intelligent ~Agents 1999. [Online].  Available:

of perceptors that receive stimuli from the environment. htp://imvidal.cse.sc.eduflibrary/jade. pdf
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perceive changes from the environment about tiles b|r1:h’ra[3] V. Morreale, S. Bonura, G. Francaviglia, F. Centineo, ®bssentino,

the obstacles’ life cycle, and so forth. and S. Gaglio, “Reasoning about goals in BDI agents: the PRASIST
framework,” inProceedings of Joint Workshop “From Objects to Agents”
1. PRACTIONIST AGENTINTROSPECTIONTOOL 2006.
(PAlT) [4] V. Morreale, S. Bonura, F. Centineo, A. Rossi, M. Cossent and

. . S. Gaglio, “PRACTIONIST: implementing PRACTIcal reasONIBsyS-
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2In PRACTIONIST beliefs can be about either predicates orthe-
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elementl,role2 : element2, ...,roleN : elementN).
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I. APPLICATION DOMAIN

Minority Game (MG) is a mathematical model that takes
inspiration from the “El Farol Bar” problem introduced by
Brian Arthur (1). It is based on a simple scenario where at each
step a set of agents perform a boolean vote which conceptually
splits them in two classes: the agents in the smaller class win.
In this game, a rational agent keeps track of previous votes
and victories, and has the goal of winning throughout the steps
of the game—for which a rational strategy has to be figured
out.

One of the most important applications of MG is in the
market models: (2) use MG as a coarse-grained model for
financial markets to study their fluctuation phenomena and
statistical properties. Even though the model is coarse-grained
and provides an over-simplified micro-scale description, it any-
way captures the most relevant features of system interaction,
and generates collective properties that are quite similar to
those of the real system.

Another point of view, presented e.g. by (3), considers the
MG as a point in space of a Resource Allocation Game (RAG).
In this work a generalisation of MG is presented that relaxes
the constraints on the number of resources, studying how the
system behaves within a given range.

MG can be considered a social simulation that aims to repro-
duce a simplified human scenario. In principle, a logic-based
approach based on BDI agent makes it easier to explicitly
model a variety of diverse social behaviours.

As showed by (4), a multiagent system (MAS) can be used
to realise a MG simulation—there, BDI agents provide for
rationality and planning. An agent-based simulation is partic-
ularly useful when the simulated systems include autonomous
entities that are diverse, thus making it difficult to exploit the
traditional framework of mathematical equations.

In order to implement MG simulations we adopt the
TuCSoN infrastructure for agent coordination (5), which in-
troduces tuple centres as artifact representatives. A tuple centre
is a programmable coordination medium living in the MAS
environment, used by agents interacting by exchanging tuples
(logic tuples in the case of TUCSON logic tuple centres). As
we are not concerned much with the mere issues of agent
intelligence, we rely here on a weak form of rationality,
through logic-based agents adopting pre-compiled plans called
operating instructions (6).

O Agent
B coordination Artifact

O

Player

QMonitor

Fig. 1. TuCSoN Simulation Framework for MG

II. LOGIC ARCHITECTURE

The architecture proposed for MAS simulation is based on
TuCSoN (5), which is an infrastructure for the coordination of
MASs. TuUCSoN provides agents with an environment made
of logic tuple centres, which are logic-based programmable
tuple spaces. The language used to program the coordination
behaviour of tuple centres is ReSpecT, which specifies how
a tuple centre has to react to an observable event (e.g. when
a new tuple is inserted) and has to accordingly change the
tuple-set state (7). Tuple centres are a possible incarnation of
the coordination artifact notion (8), representing a device that
persists independently of agent life-cycle and provides services
to let agents participate to social activities.

In our simulation framework we adopt logic-based agents,
namely, agents built using a logic programming style, keeping
a knowledge base (KB) of facts and acting according to
some rule—rules and facts thus forming a logic theory. The
implementation is based on tuProlog technology' for Java-
Prolog integration, and relies on its inference capabilities for
agent rationality. Agents roughly follow the BDI architecture,
as the KB models agent beliefs while rules model agent
intentions.

Three kinds of agents are used in our simulation: player
agents, monitor agents and tuning agents (as depicted in
Figure 1): all the agents share the same coordination artifact.
The agent types differ because of their role and behaviour:
player agents play MG, the monitor agent is an observer

'http://tuprolog.alice.unibo.it



of interactions which visualises the progress of the system,
the tuning agent can change some rules or parameters of
coordination, and drives the simulation to new states. Note
that the main advantage of allowing a dynamic tuning of
parameters instead of running different simulations lays in
the possibility of tackling emergent aspects which would not
necessarily appear in new runs.

The main control loop of a player agent is a sequence of
actions: observing the world, updating its KB, scheduling next
intention, elaborating and executing a plan. To connect agent
mental states with interactions we use the concept of action
preconditions and perception effects as usual.

IIT. MINORITY GAME PERFORMANCE

To track the performance of an MG system, the most inter-

esting quantity is variance, defined as 0 = [A(t) — A(t)]%: it
shows the variability of the bets around the average value A(t).
In particular, the normalised version of variance p = 02 /N is
considered. Figure 3 shows a typical evolution of the game.

Generally speaking, variance is the inverse of global ef-
ficiency: as variance decreases agent coordination improves,
making more agents winning. Variance is interestingly affected
by the parameters of the model, such as number of agents (/V),
memory (m) and number of strategies (s): in particular, the
fluctuation of variance is shown to depend only on the ratio
a = 2™ /N between agent memory and the number N of
agents.

The results of observations suggest that the behaviour of
MG can be classified in two phases: an information-rich
asymmetric phase, and an unpredictable or symmetric phase.
A phase transition is located where o /N attains its minimum
(ae = 1/2), and it separates the symmetric phase with a < .
from an asymmetric phase with o > .

All these cases have been observed with the TuCSoN
simulation framework described in next section.

IV. THE SIMULATION FRAMEWORK

The construction of MG simulations with MASs is based
on the TUCSON framework and on tuProlog as an inferential
engine to program logic agents. The main innovative aspect
of this MG simulation is the possibility of studying the
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evolution of the system with particular and different kinds of
agent behaviour at the micro level, imposed as coordination
parameters which are changed on-the-fly.

A. Operating Instructions

Each agent has an internal plan, structured as an algebraic
composition of allowed actions (with their preconditions) and
perceptions (with their effects), that enables the agent to use
the coordination artifact to play the MG. This plan can be
seen as Operating Instructions (6), a formal description based
on Labelled Transition System (LTS) that the agent reads to
understand what its step-by-step behaviour should be. Through
an inference process, the agent accordingly chooses the next
action to execute, thus performing the cycle described in

Section 2.
Operating instructions are expressed by the following the-

ory:

firststate (agent (first, [])) .
definitions ([
def (first, []1,...),
def (main, [S],
[act (out (play (X)), pre(choice(S,X))),
per (in(result (Y)),eff (res(Y))),
agent (main, [S]) ]
) ’

1)

The first part of operating instructions is expressed by
term first, where the agent reads the game parameters that
are stored in the KB, and randomly creates its own set of
strategies.

In the successive part main, the agent executes its main
cycle. It first puts tuple play (X) in the tuple space, where
X = =1 is agent vote. The precondition of this action
choice (S,X) is used to bind in the KB X with the



value currently chosen by the agent according to strategy S.
Then, the agent gets the whole result of the game in tuple
result (Y) and applies it to its KB. After this perception,
the cycle is iterated again.

B. Tuple Centre Behaviour

The interaction protocol between agents and the coordina-
tion artifact is then simply structured as follows. First each
agent puts the tuple for its vote. When the tuples for all agents
have been received, the tuple centre checks them, computes the
result of the game—either 1 or —1 is winning—and prepares

a result tuple to be read by agents.

The ReSpecT program for this behaviour is loaded in the
tuple centre by a configuration agent at bootstrap, through
operation set_spec (). The following ReSpecT reaction
is fired when an agent inserts tuple play (X), and triggers
the whole behaviour:

reaction (out (play (X)), (
in_r (count (Y)),
Z is Y+1,
in_r (sum(M)),
V is M+X,
out_r (sum(V)),
out_r (count (Z))

)) .

This reaction considers the bet (X) counts the bets (Z)
and computes the partial result of the game (V). When
all the agents have played, the artifact produces the tuple
winner (R, NS, NumberOfLoss, MemorySize, last/more) which
is the main tuple of MG coordination.

reaction (out_r (count (X)), (
rd_r (numag (Num) ) ,

X=:=Num,
in_r (totcount (T)),
P is T+1,

rd_r (game (G)
in_r (sum(A))
out_r (sum(0)
rd_r (countse
in_r (count (Y
out_r (count (0)),
%$%calculate variance
in_r(gsum(SQ)),

NSQ is A*A+SQ,

out_r (gsum(NSQ) ),
%$%calculate mean
in_r (totsum(R)),
NewS is R+A,

out_r (totsum(NewS) ),

’

)
)I
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’

= ponier SR

MinorityGame
r "I"Ill"llﬂ ’Il"ll"ll"l M
=l mu‘l\ AL
gwmh |\|\|| |||||||||||\|\|\|\|||||||||||
%st |”| ||||I ” |\ |\|I||| | |\ |\ |\| || ||
& u |\ || || || || || || |I h \| h |\ |\ |\ || || || h \| h
-1.0
Time
Jwinner(1 840,103 last) || restart || Tuning || Setting H Stap |

Fig. 5. Interface of the Monitor Agent

o ’mianzam
25
2.0

0s L—fﬁ)‘mH_pJﬁml_

0.0

t
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rd_r (numloss (NumberOfLoss)),
rd_r (mem (MemorySize)),
out_r (winner (A,P,CS,NumberOfLoss, MemorySize,G)),
out_r (totcount (P))
)) -

The winner tuple contain the result of game (R), the
number of step (NS), two tuning parameters (NumberOfLoss
and MemorySize) and one constant to communicate agents
whether they have to stop or to play further (last/more).
Figure 5 reports the graphical interface of the monitor agent
that during its life-time reads the tuple winner and draws
variance.

C. Tuning the Simulation

In classical MG simulation there are a number of parameters
that can affect the system behaviour, which are explicitly
represented in the tuple centre in form of tuples: the number of
agents numag (X) , memory size mem (X) , and the number of
strategies numstr (X) . In our framework, we have introduced
as a further parameter the number of wrong moves after
which the single agent should be recalculate own strategy,
represented as a tuple numloss (X). Such a threshold is
seemingly useful to break the symmetry in the strategy space
when the system is in a pathological state, i.e., when all
agents have the same behaviour and the game oscillates from
minimum to maximum value.

In our framework, it is possible to explore the possibility
to dynamically tune up the coordination rules by changing
numloss and mem coordination parameters, which are stored
as tuples in the coordination artifact. The simulation architec-
ture built in this way, in fact, allows for on-the-fly change of
some game configuration parameters—such as the dimension
of agent memory—with no need to stop the simulation and
re-program the agents.

By changing the parameters, the tuning agent can drive the
system from an equilibrium state to another, by controlling
agent strategies, the dimension of memory, or the number of
losses that an agent can accept before discarding a strategy.
This agent observes system variance, and decides whether and
how to change tuning parameters: reference variance is calcu-
lated by first making agents playing the game randomly—
see Figure 4. The new value of parameters is stored in
tuple centre through tuples numloss (NumberOfLoss) and
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mem (MemorySize), the rules of coordination react and
update the information that will be read by the agents.

D. Simulation Results

The result of the tuned simulation in Figures 6 and 7 shows
how the system changes its equilibrium state and achieves
a better value of variance.” In this simulation the tuning
agent is played by a human that observes the evolution of
the system and acts through the tuning interface to change
the coordination parameters, such as threshold of losses and
memory, hopefully finding new and better configurations. The
introduction of the threshold of losses in the agent behaviour
is useful when the game is played by few agents: these param-
eters enable system evolution and a better agent cooperative
behaviour.

V. PERSPECTIVES

In this paper, we aim at introducing new perspectives on
agent-based simulation by adopting a novel MAS meta-model
based on agents and artifacts, and by applying it to Minority
Game simulation. We implement and study MG over the
TuCSoN coordination infrastructure, and show some benefits
of the artifact model in terms of flexibility and controllability
of the simulation. In particular, in this work we focus on the
possibility to build a feedback loop on the rules of coordination
driving a system to a new and better equilibrium state.

We foresee some new perspectives in the use of the
TuCSoN simulation framework in a industrial environment.
The first one is to use the system to drive manufacturing in
case of limited resources. In this scenario each agent is a half-
processed item, whose production has to be completed as faster
as possible, and whose access to the resources is regulated by
dedicated resource artifacts. Another possible perspective is
to evaluate the product demand and production in order to
drive industry through market fluctuation. In our framework
we could model a market scenario by minority rules, and
then try to evaluate demand. Furthermore, all such applications
would benefit from using a logic-based approach rather than
an equation-based approach.

’In Figure 6, the first phase of equilibrium is followed by a second one
obtained by changing the threshold parameter S = 5. Finally, a third phase
is obtained changing the dimension of the memory to m = 5.
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Software Agents for Learning Nash Equilibria in
Non-Cooperative Games

Alfredo Garro, Marco lusi

Abstract—This paper describes SALENE a Multi Agent
System (MAS) for learning Nash Equilibria in non-cooperative
games.SALENE is basedon the following assimptions: if agents
representing the players act asrational players, i.e. they act to
maximise their expected utity in eadh match of a gane, ard if
such agerts play k matches ofthe game tley will converge in
playing one of the Nash Equilibria of the game.SALENE can be
conceivedas a heuristic and efficient method to compute at leas
one NashEquilibria in a non-cooperative gamerepreserted in its
normal form.

Index Terms—Multi- Agent
Equilibria .

Systems Game Theory, Nash

1. INTRODUCTION

he complexity of NASH [21], the problem consisting in

computing Nash equilibria in non-cooperative games, is
considered one of the most important open problem in
Complexity Theory [22]. In 2005, Daskalakis, Goldbergy, and
Papadimitriou showed that the problem of computing a Nash
equilibrium in a game with four or more players is complete
for the complexity class PPAD' [7], moreover, Chen and
Deng extended this result for 2-player games [5]. However,
even in the two players case, the best algorithm known has an
exponential worst-case running time [23]; furthermore, if the
computation of equilibria with simple additional properties is
required, the problem immediately becomes NP-hard [3, 6, 11,
12].

Motivated by these results, recent studies have dealt with
the problem of computing Nash Equilibria by exploiting
approaches based on the concepts of learning and evolution
[10, 15]. In these approaches the Nash Equilibria of a game
are not statically computed but are the result of the evolution
of a system composed by agents playing the game. In
particular, each agent after different rounds will learn to play a
strategy that, under the hypothesis of agent’s rationality, will
be one of the Nash equilibria of the game [2, 4, 9, 13, 18].

In this paper we present SALENE, a MAS for learning
Nash Equilibria in non-cooperative games. In particular, given

A. Garro is with the Department of Electronics, Informatics and Systems
(DEIS), University of Calabria, Rende (CS), 87036 Italy. (e-mail:
alfredo.garro @unical.it).

M. Iusi is with the Department of Electronics, Informatics and Systems
(DEIS), University of Calabria, Rende (CS), 87036 Italy. (e-mail:
marco.iusi@tin.it).

' PPAD (polynomial parity argument, directed version) class was
introduced by Papadimitriou in his seminal work in 1991 [20].
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a static non cooperative game described in its normal form,
the agents of the system will play the static game £ times; after
each match each agent will decide which strategy to play in
the next match on the basis of his beliefs about the strategies
that the other agents are adopting. More specifically, each
agent assumes that his beliefs about the other players’
strategies are correct and he plays a strategy that is a best
response to his beliefs. By increasing &k the agents will
converge in playing one of the Nash equilibria of the game.

This paper is structured as follows. In Section 2, a formal
definition of the problem will be given and the system
requirements detailed. In Section 3 and in Section 4 the design
and the implementation of SALENE will be described
respectively, then, in Section 5, some experimental results will
be shown. Finally, in Section 6, conclusions and future efforts
will be addressed.

II. PROBLEM DEFINITION AND SYSTEM REQUIREMENTS

An n-person strategic game G can be defined as a tuple G
= (N; (Ai)ieN; (ri),-eN), where N = {1, 2, ... , n} is the set of
players, 4' is a finite set of actions for player ieN, and 7 : A" x

. x A" — R is the payoff function of player i. The set 4’ is
called also the set of pure strategies of player i. The Cartesian
product X, A’ = A'x ... x 4" can be denoted bydandr:4 —>
RY can denote the vector valued function whose ith
component is 7, i.e., r(a) = (r'(a), ... , (@), so it is possible
to write (V, A4, r) for short for (V; (Ai)ieN; (ri) ieN)-

For any finite set 4’ the set of all probability distributions
on A’ can be denoted by A(4’). An element ¢’ € A4 is a
mixed strategy for player i.

A (Nash) equilibrium of a strategic game G = (N, 4, r) is an
N-tuple of (mixed) strategies 6 = (0') ;ey, ' € A(4"), such that
for every i € N and any other strategy of player i, T € A(4),
#(t,6") < ¥(c',6"), where # denotes also the expected payoff
to player i in the mixed extension of the game and o
represents the mixed strategies in ¢ of all the other players.
Basically, supposing that all the other players do not change
their strategies it is not possible for any player i to play a
different strategy 7’ able to gain a better payoff of that gained
by playing o'. ¢’ is called a Nash equilibrium strategy for
player i.

In 1951 J. F. Nash proved that a strategic (non-cooperative)
game G = (N, A, r) has a (Nash) equilibrium o [17]; in his
honour, the computational problem of finding such equilibria
is known as NASH [21].



In order to exemplify the definitions given above let us
consider a game with two players (n=2) and |A'=|A%=m, i.c.,
the sets of pure strategies have both cardinality equals to m
[3]. In this case the set of pure strategies for each player could
be identified with the ordered set M = {1, 2, ..., m} and the
game could be represented by two mxm matrices B and W.
The first player is called the row player and the second player
is called the column player. If the row player plays strategy i
and the column player strategy j, the payoff will be B;; for the
first player and W for the second player.

A mixed strategy, a probability distribution over pure
strategies, is a vector y € RM such that > X, =1 and for

everys € M, 3, > 0.

When the row player plays mixed strategy y and the column
player plays mixed strategy vy, their expected payoffs will be,
respectively, y'By and y'Wy (y' is the transpose of vector

X
A Nash Equilibrium of the game described by the matrices

B and W is a pair of mixed strategies (¥, y) such that for all
mixed strategies } and )_/, of the row and the column player

respectively, y'By > ;(tBy and y'Wy>y'Wy.

Starting from the problem definition discussed above,
SALENE was conceived as a system for learning at least one
Nash Equilibrium of a non-cooperative game given in the
form G = (V; (A)ien; (Fiew). In particular, the system asks the
user for:

the number n of the players which defines the set of
players N={1,2, ..., n};

for each player ieN, the related finite set of pure

strategies A4’ and his payoff function 7 : 4' x ... x 4" —

R;

the number £ of times the players will play the game.

Then, the system creates n agents, one associated to each
player, and a referee. The players and the referee both know
that G is the actual game to be played, i.e. there is complete
information [8, 19]. Each player is a rational player i.e. his
goal is to maximise his expected utility/payoff’. In particular,
in SALENE a rational player acts to maximise his expected
utility in each single match without considering the overall
utility that he could obtain in a set of matches.

This kind of agents will play the game G k times, after each
match, each agent will decide the strategy to play in the next
match to maximise his expected utility on the basis of his
beliefs about the strategies that the other agents are adopting.
By increasing k the agents will converge in playing one of the
Nash Equilibria of the game. This conclusion relays on the
hypothesis that the agents will act as rational players and
derives straightly from the assumptions on which the Nash’s
theorem is based [8, 17, 19, 25].

2 Payoffs are numeric representations of the utility obtainable by a player
in the different outcomes of a game.
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II1.

On the basis of the requirements highlighted in the previous
section the SALENE (Software Agent for LEarning Nash
Equilibria) MAS was designed. The class diagram of
SALENE is shown in Figure 1.

FIPAAgent

SYSTEM DESIGN

1 1.*

ManagerAgent RefereeAgent N PlayerAgent

r——"1

<<uses>> <<uses>> <<uses>>

1 1

1
PlayerBehaviour

RefereeBehaviour

|
|
|
|
|
|
|
|
}

ManagerBehaviour }
|
|
|
|
|
|
}
| GameDefinition
|

f---

Fig. 1. Class diagram of SALENE

The Manager Agent interacts with the user and it is
responsible for the global behaviour of the system. In
particular, after having obtained from the user the input
parameters G and k (see section II), the Manager Agent
creates both n Player Agents, one associated to each player,
and a Referee Agent that coordinates and monitors the
behaviours of the players. The Manager Agent sends to all the
agents the definition G of the game then he asks the Referee
Agent to orchestrate £ matches of the game G. In each match,
the Referee Agent asks each Player Agent which pure strategy
he has decided to play, then, after having acquired the
strategies from all players, the Referee Agent communicates
to each Player Agent both the strategies played and the
payoffs gained by all players. After playing k& matches of the
game G the Referee Agent communicates all the matches’
data to the Manager Agent which analyses it and properly
presents the obtained results to the user.

A Player Agent is a rational player that, given the game
definition G, acts to maximise his expected utility in each
single match of G. In particular the behaviour of the Player
Agent i can be described by the following main steps:

1. In the first match the Player Agent i chooses to play a
pure strategy randomly generated considering all the pure
strategies playable with the same probability: if |A'|=m the
probability of choosing a pure strategy seA'is 1/m.

2. The Player Agent i waits for the Referee Agent to ask him

which strategy he wants to play, then he communicates to
the Referee Agent the chosen pure strategy as computed
in step 1 if he is playing his first match or in step 4
otherwise;



The Player Agent waits for the Referee Agent to
communicate him both the pure strategies played and the
payoffs gained by all players;

The Player Agent decides the mixed strategy to play in
the next match. In particular, the Player Agent updates the
beliefs about the mixed strategies currently adopted by
the other players and consequently recalculate the
strategy able to maximise his expected utility. Basically,
the Player Agent i tries to find the strategy o' € A(4),
such that for any other strategy v € A(4), #(t,67) <
#(c',6") where # denotes his expected payoff and ¢
represents his beliefs about the mixed strategies currently
adopted by all the other players, i.e. 6"=(0)jcyju» 0 €
A(4). In order to evaluate o for each other player j#i the
Player Agent i considers the pure strategies played by the
player j in all the previous matches and computes the
frequency of each pure strategy, this frequency
distribution will be the estimate for o’. If there is at least
an element in the actually computed set (s"'=(<)'/)jE N+ that
differs from the set 6" as computed in the previous match,
the Player Agent i solves the inequality 7(t’,6™) < (c',6™)
that is equivalent to solve the optimization problem
P={max('(¢",67)), 6'eA(4")}. It is worth noting that P is
a linear optimization problem, actually, given the set ”,
#(c',6") is a linear objective function in ¢ (see the two
players example reported in Section II), and with |A'l=m
o'eA(4') is a vector y € R such that ¥, . =1 and for

every seM x>0, so the constraint 6'eA(4’) is a set of
m+1 linear inequalities. P is solved by the Player Agent
by using an efficient method for solving problems in
linear programming [14, 16], in particular the predictor-
corrector method of Mehrotra [16], whose complexity is
polynomial for both average and worst case. The obtained
solution for ¢’ is a pure strategy because it is one of the
vertices of the polytope which defines the feasibility
region for P. The obtained strategy o’ will be played by
the Player Agent i in the next match; #(¢',67) represents
the expected payoff to player i in the next match;
. back to step 2.

The Manager Agent, receives from the Referee Agent all
the data about the & matches of the game G and computes an
estimate of a Nash Equilibrium of G, i.e. an N-tuple 6=(0");cy,
o'eA(4). In particular, in order to estimate ¢’ (the Nash
equilibrium strategy of the player i), the Manager Agent
computes, on the basis of the pure strategies played by the
player i in each of the £ match, the frequency of each pure
strategy: this frequency distribution will be the estimate for .
The so computed set 6=(¢")cy, 0'€A(A) will be then
properly proposed to the user together with the data exploited
for its estimation.

5

IV. SYSTEM IMPLEMENTATION

The JADE-based classes of SALENE  were
straightforwardly derived from the class diagram reported in
Figure 1. In particular:

12

— ManagerAgent, RefereeAgent and PlayerAgent extend the
Agent class of JADE [1];

— ManagerBehaviour,RefereeBehaviour and PlayerBehaviour
extend FSMBehaviour class of JADE which models a
complex task whose sub-tasks correspond to the activities
performed in the states of a finite state machine. In
particular, the behaviours of both the Referee and the
Player Agent are also cyclic.

The interactions among SALENE Agents are appositely
defined through sequences of ACL messages instances of the

ACLMessage class of JADE.

V. EXPERIMENTAL RESULTS

SALENE was tested on different games that differ from
each other both in the number and in the kind of Nash
Equilibria. This section presents the results obtained for three
popular games: (1) The Prisoner’s Dilemma which has one
pure Nash Equilibrium (that is an equilibrium in which all the
players play a pure strategy); (2) Matching Pennies which has
one mixed Nash Equilibrium (that is an equilibrium in which
at least one player plays a mixed strategy); (2) Battle of the
Sexes which has three Nash Equilibria (two Pure Equilibria
and one Mixed Equilibrium).

A. The Prisoner’s Dilemma

An informal description of the Prisoner’s Dilemma can be
found in [24]. Formally, in a game G of Prisoner’s Dilemma
(PD), two players (n=2) simultaneously choose a move, either
cooperate (c) or defect (d), so A'=A’={cd} and
|A'|=|A%’|=m=2. There are thus four possible outcomes for each
encounter: both cooperate (cc), the first player cooperates,
while the second defects (cd), vice versa (dc), and both
players defect (dd). Each player receives a payoff after each
encounter as reported in Table Ia-b. Table I semantic derives
straightly from the bimatrix representation of a two-player
game as discussed in Section II. In particular, the move of
Player 1 determines the row, the move of Player 2 determines
the column, and the pair (X,Y) in the corresponding cell
indicates that payoff of Player 1 is X and the payoff of Player
2 is Y. Regarding the payoffs reported in Table Ia the
following order must hold: T>R>P>L. Table Ib shows a valid

assignment for the payoffs.
TABLE I
(A) PAYOFFS FOR PRISONER'S DILEMMA

Player 2
c d
c R,R LT
Player 1 q T.L p.p

(B) A VALID ASSIGNMENT F

OR THE PAYOFFS (T>R>P>L)

Player 2
c d
c 6,6 0,10
Player 1 ] 10.0 33

By looking at Table Ib, it is possible to note that for Player
1 d is the best response to ¢ (10>6) and d is also the best
response to d (3>0). The same is true for Player 2, so both
players rationally will play their pure strategy d that is their



dominant strategy. Formally, the Prisoner’s Dilemma has one
Nash Equilibrium o={c’,6°}={x,y}, 6’e A4"), 6’ € A(4)), %
e R’y e R, where x =[0, 1] and y=[0, 1].

In order to compare the analytical result with the result
obtainable in SALENE we ran 30 experiments each consisting
of 100 matches (k=100) of the Prisoner’s Dilemma. In the
case of the Prisoner’s Dilemma the expected result was that as
soon as a Player Agent played his dominant strategy d, he
would never change his choice, so after few matches the
Player Agents played both their dominant strategy d so
converging in playing the Nash Equilibrium of the game. The
experiments confirm the expected result, as an example Figure
2a-b reports one of the experiments carried out. In particular,
Figure 2a(2b) shows the strategy played by Player 1(Player 2)
in each of the £ match of an experiment. As showed in Figure
2a-b, after few matches both the Player Agents play their pure
strategy d as required by the Nash Equilibrium of the game.
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07 |
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12 3 456 7 8 9101112 13141516 17 18 19 20

match

(b) Strategy played by Player 2
Fig. 2. The Prisoner’s Dilemma: experimental results

B. Matching Pennies

An informal description of the Matching Pennies game
follows: the game is played between two players, each player
has a penny and must secretly turn it to heads or tails, the
players then reveal their choices simultaneously; if the pennies
match (both heads or both tails), Player 1 receives S dollars
from Player 2. If the pennies do not match (one heads and one
tails), Player 2 receives S dollars from Player 1. This is an
example of a zero-sum game, where one player's gain is
exactly equal to the other player's loss. Formally, in a game G
of Matching Pennies (MP), two players (n=2) simultaneously
choose a move, either heads (4) or tails (£), so A'=A’={h,t}
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and |A'[=|A%=m=2. Each player receives a payoff after each
encounter as reported in Table I1a-b.

TABLEII
(A) PAYOFFS FOR MATCHING PENNIES
Player 2
h t
h L,-L -LL
Player 1 : L L.L
(B) A VALID ASSIGNMENT FOR THE PAYOFFS (S=1)
Player 2
h t
h 1,-1 -1,1
Player 1 . R Tl
—a—t
1
09
08
07
061
¥ 051
041
03
02
01
0
N33 88K BIBERRBBE G
match
(a) Strategy played by Player 1
—a—t
1
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07
06
¥ 054
04
03
02
0,1
0
N33 8Q8SHKQPIBIBERRBE S
match

(b) Strategy played by Player 2
Fig. 3. Matching Pennies: experimental results

Matching Pennies has no pure strategy Nash equilibrium
since there is no pure strategy (heads or tails) that is a best
response to a best response, i.e. a dominant strategy.
Alternatively, there is not a pure strategy that a player would
ever change when told the pure strategy played by the other
player. Instead, the unique Nash equilibrium of Matching
Pennies is in mixed strategies: each player chooses heads or
tails with equal probability. In this way, each player makes the
other indifferent in choosing heads or tails, so neither player
has an incentive to try another strategy. Formally, Matching
Pennies has one mixed Nash Equilibrium o={c’,6°}={x,y},
o'e A(4Y), 6° € A(LY), x € R,y € W%, where x =[0.5, 0.5]
and y=[0.5, 0.5].

In order to compare the analytical result with the result
obtainable in SALENE we ran 30 experiments each consisting



of 100 matches (k=100) of Matching Pennies. The expected
result was that, analyzing the pure strategies played by each
player in each of the & match, their frequency distribution
would asymptotically converge to the mixed Nash
Equilibrium of the game. The experiments confirm the
expected result: by increasing & the computed frequency
distributions asymptotically converge to the mixed Nash
Equilibria of the game. As an example Figure 3a-b reports one
of the experiments carried out. In this case the computed
frequency distributions were: o'=¢=[0.49, 0.51] and
6’=y=[0.49, 0.51].

C. Battle of Sexes

An informal description of the Battle of Sexes game
follows: a man and a woman plan to meet after work to attend
an event: an opera or a football match, but they can not
communicate so they have to choose separately where to go.
The woman prefers the opera to the football match, whereas
the man prefers the football match to the opera, but both
prefer to be together at either event than alone at either one.
More formally in a game G of Battle of Sexes (BS), two
players (n=2) simultaneously choose a move, either opera (o)
or football (f), so A'=A’={of} and |A'=|A’=m=2. Each
player receives a payoff after each encounter as reported in
Table IITa-b. Regarding the payoffs reported in Table IIla the
following order must hold: T>R>L. Table IIIb shows a valid
assignment for the payoffs.

TABLE III
(A) PAYOFFS FOR BATTLE OF SEXES
Player 2
o f
0 T,R LL
Player 1 3 LL RT
(B) A VALID ASSIGNMENT FOR THE PAYOFFS (T>R>L)
Player 2
0 f
0 32 0,0
Pl 1 2 >
aver f 0.0 23

Battle of Sexes has two pure strategy Nash equilibria, one
where both go to the opera and another where both go to the
football game; there is also a Nash equilibrium in mixed
strategies, where, given the payoffs listed in Table IIIb, each
player attends their preferred event with probability 2/3.
Formally, Battle of Sexes has three Nash Equilibria:
612{0;30-12 }:{Xl"YI}i o-ll € A(Al)r 0-12 € A(Az)i' X1 € 2}{2» Y1 €
R, where g, =[1, 0] and y/=[1, 0];
on={0,,0, }=(wyn}, o, € A4, o, € A, xXn € %,
yu € K2, where y; =[0, 1] and y;=[0, 1];
ou={ 0,0, }={mym}, o, € A(Al)s o, € A(Az)a Xm €
R, ym € R, where g =[2/3, 1/3] and yy=[1/3, 2/3];

In order to compare the analytical result with the result
obtainable in SALENE, we ran 30 experiments each
consisting of 100 matches (k=100) of the Battle of Sexes.
Battle of Sexes presents an interesting case for games theory
since each of the Nash Equilibria is deficient in some way.
The two pure strategy Nash Equilibria are unfair, one player
consistently does better than the other. In the mixed strategy
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Nash Equilibrium the players will be together at the same
event with probability 4/9 and will be alone with probability
5/9, leaving each player with an expected payoff of 10/9 that
is very low if compared with the expected payoff of the two
pure Nash Equilibria.

The expected result was that as soon as both the Player
Agents played the same pure strategy (o or f), i.e. one of the
Pure Nash Equilibria of the game, the Agents would never
change their choices: the Player who plays his favorite
strategy will not have incentive to change it, the player who
does not play his favorite strategy will not change it because
in this case his expected payoff will get worse in the next
match. In particular, after 1 or #*(T+R) matches, k>/A>1, there
is a probability of 50% that from this match on the Player
Agents will converge in playing one of the Pure Nash

Equilibria of the game.
——0
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(b) Strategy played by Player 2
Fig. 4. Battle of Sexes: experimental results

The experiments confirm the expected result: in all the
experiments after 1 or #*(T+R) matches the Player Agents
play one of the two pure Nash Equilibria of the game. As an

example Figure 4a-b reports one of the experiments carried
out, in this case the played Nash Equilibrium was o;.

VI

The complexity of NASH, the problem consisting in
computing Nash equilibria in non-cooperative games, is still
debated, but even in the two players case, the best algorithm
known has an exponential worst-case running time. Starting
from these considerations SALENE, a MAS for learning Nash
Equilibria in non cooperative games, was developed.

CONCLUSIONS



SALENE is based on the assumptions that if agents
representing the players act as rational players, i.e. if each
player acts to maximise his expected utility in each match of a
game G, and if such agents play k& matches of G they will
converge in playing one of the Nash Equilibria of the game. In
particular, after each match each agent decides the strategy to
play in the next match on the basis of his beliefs about the
strategies that the other agents are adopting. More specifically,
each agent assumes that his beliefs about the other players’
strategies are correct and plays a strategy that is a best
response to his beliefs. Analyzing the behaviour of each agent
in all the £ matches of G, SALENE presents to the user an
estimate of a Nash Equilibrium of the game.

A set of experiments was carried out on different games
that differ from each other both in the number and in the kind
of Nash Equilibria. The experiments demonstrated that:

- if the game has one Pure Nash Equilibrium the agents
converge in playing this equilibrium;

- if the game has one Mixed Nash Equilibrium, the
frequency distributions of the pure strategies played by
each player asymptotically converge to the mixed Nash
Equilibrium of the game;

- if the game has p>/ Pure Nash Equilibria and s>/ Mixed
Nash Equilibria the agents converge in playing one of the
p Pure Nash Equilibria.

SALENE can be conceived as a heuristic and efficient
method for computing at least one Nash Equilibria in a non-
cooperative game represented in its normal form; actually, the
learning algorithm adopted by the Player Agents has a
polynomial running time [14, 16] for both average and worst
case.

Efforts are currently underway to: (i) evaluate different
learning algorithms and extensively testing them on complex
games; (ii) let the user ask for the computation of equilibria
with simple additional properties.
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Abstract—In this paper, we describe the efficient imple-
mentation of M-Sparrow, an adaptive flocking algorithm
based on the biology-inspired paradigm of a flock of birds.
‘We extended the classical flock model of Reynolds with two
new characteristics: the movement in a multi-dimensional
space and different kinds of birds. The birds, in this con-
text, are used to discovery point having some desired char-
acteristics in a multidimensional space. A critical point of
the algorithm is the efficient search of the k-neighbors in a
multidimensional space. This search was efficiently imple-
mented using the ANN libraries.

I. INTRODUCTION

Ants’colonies, flocks of birds, termites, swarms of bees
etc. are agent-based insect models that exhibit a collective
intelligent behavior (swarm intelligence) [2] that may be
used to define new distributed clustering algorithms.
In these models, the emergent collective behavior is the
outcome of a process of self-organization, in which insects
are engaged through their repeated actions and interac-
tion with their evolving environment. Intelligent behavior
frequently arises through indirect communication between
the agents using the principle of stigmergy [6]. This
mechanism is a powerful principle of cooperation in insect
societies. According to this principle an agent deposits
something in the environment that makes no direct contri-
bution to the task being undertaken but it is used to influ-
ence the subsequent behavior that is task related. Swarm
intelligence (SI) models have many features in common
with Evolutionary Algorithms (EA). Like EA, SI models
are population-based. The system is initialized with a pop-
ulation of individuals (i.e., potential solutions). These in-
dividuals are then manipulated over many iteration steps
by mimicking the social behavior of insects or animals, in
an effort to find the optima in the problem space. Unlike
EAs, SI models do not explicitly use evolutionary opera-
tors such as crossover and mutation. A potential solution
simply ’flies’ through the search space by modifying itself
according to its past experience and its relationship with
other individuals in the population and the environment.

These algorithms show a high level of robustness to
change by allowing the solution to dynamically adapt it-
self to global changes by letting the agents self-adapt to
the associated local changes.

In this paper, we present a prototype using a new algo-
rithm based on the concepts of a flock of birds that move
together in a complex manner with simple local rules, to
explore multidimensional spaces for searching interesting
objects. The algorithm is an extension of the classical flock
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model of Reynolds with two new characteristics: the move-
ment in a multi-dimensional space and different kinds of
birds. The birds, in this context, are used to discovery
point having some desired characteristics in a multidimen-
sional space. The implementation is based on SWARM [7],
a software package for multi-agent simulation of complex
systems, developed at the Santa Fe Institute.

From an efficiency point of view the most critical point of
the algorithm is the efficient search of the k-neighbors (i.e.
the cardinality of the neighborhood) in a multidimensional
space. This search was efficiently implemented using the
ANN (Approximate Nearest Neighbor) libraries.

The remainder of this paper is organized as follows. Sec-
tion 2 describes the adaptive flocking algorithm, section 3
shows how the approach was applied to multidimensional
spaces. Section 4 shows some interesting experimental re-
sults about the efficiency of the algorithm and its efficacy in
finding interesting patterns. Finally section 5 draws some
conclusions.

II. THE ADAPTIVE FLOCKING ALGORITHM

The classical flocking model, introduced by Reynolds [8],
moves in a two dimensional space and all the birds have
the same characteristics. In the next subsections, we de-
scribe the two extensions introduced in M-Sparrow, the
use of birds having different characteristics (represented by
different colors) and the movement in a multidimensional
space.

A. Reynolds’ original flock model

The flocking algorithm was originally proposed by
Reynolds as a method for mimicking the flocking behav-
ior of birds on a computer both for animation and as a
way to study emergent behavior. Flocking is an example
of emergent collective behavior: there is no leader, i.e., no
global control. Flocking behavior emerges from the local
interactions. Each agent has direct access to the geomet-
ric description of the whole scene, but reacts only to flock
mates within a certain small radius. The basic flocking
model consists of three simple steering behaviors: separa-
tion, cohesion and alignment.

Separation gives an agent the ability to maintain a cer-
tain distance from others nearby. This prevents agents
from crowding too closely together, allowing them to scan
a wider area. Cohesion gives an agent the ability to cohere
(approach and form a group) with other nearby agents.
Steering for cohesion can be computed by finding all agents



in the local neighborhood and computing the average po-
sition of the nearby agents. The steering force is then ap-
plied in the direction of that average position. Alignment
gives an agent the ability to align with other nearby char-
acters. Steering for alignment can be computed by finding
all agents in the local neighborhood and averaging together
the 'heading’ vectors of the nearby agents.

Q}’ White
<7 Vellow
<§Y Green
( Red

igno%it

tesultant

Fig. 1. Computing the direction of a green agent.

B. An adaptive colored flocking algorithm

M-SPARROW extends the Reynolds’ flocking algorithm,
described in the previous subsection, considering four dif-
ferent kinds of agents, classified on the basis of some prop-
erties of data in their neighborhood. These different kinds
are characterized by a different color: red, revealing inter-
esting patterns in the data, green, a medium one, yellow, a
low one, and white, indicating a total absence of patterns.
In practise, the flock follows an exploring behavior in which
individual members (agents) to first explore the environ-
ment searching for goals whose positions are not known a
priori, and then, after the goals are located, all the flock
members should move towards these goals. Agents search
the goals in parallel and signal the presence or the lack of
significant patterns into the data to other flock members,
by changing color. The main idea behind our approach is
to take advantage of the colored agent in order to explore
more accurately the most interesting regions (signaled by
the red agents) and avoid the ones without clusters (sig-
naled by the white agents). Red and white agents stop
moving in order to signal this type of regions to the oth-
ers, while green and yellow ones fly to find more dense
clusters. Indeed, each flying agent computes its heading by
taking the weighted average of alignment, separation and
cohesion (as illustrated in figure 1). The entire flock then
moves towards the agents (attractors) that have discovered
interesting regions to help them, avoiding the uninterest-
ing areas that are instead marked as obstacles. The color
is assigned to the agents by a function associated with the
data analyzed. In practice, the agent computes the prop-
erty of the explored point and then it chooses the color
(and the speed) in accordance to the simple rules showed
in table L.

So red, reveals a high density of interesting patterns in
the data, green, a medium one, yellow, a low one, and
white, indicates a total absence of patterns. The color is
used as a communication mechanism among flock members
to indicate them the roadmap to follow. The roadmap is
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property > threshold = mycolor = red (speed = 0)
threshold < property < threshold — = mycolor = green (speed = 1)
0 < property < threshold =  mycolor = yellow  (speed = 2)
property =0 =  mycolor = white  (speed = 0)

TABLE I
ASSIGNING SPEED AND COLOR TO THE AGENTS

adaptively adjusted as the agents change their color mov-
ing to explore data until they reach the goal.

Green and yellow agents compute their movement ob-
serving the positions of all other agents that are at most
at some fixed distance (dist_maz) from them and applying
the rules of Reynolds’ [8] with the following modifications:

o Alignment and cohesion do not consider yellow agents,
since they move in a not very attractive zone.

o Cohesion is the resultant of the heading towards the
average position of the green flockmates (centroid), of
the attraction towards red agents, and of the repulsion
by white agents.

o A separation distance is maintained from all the
agents, whatever their color is.

Agents will move towards the computed destination with a
speed depending from their color: green agents will move
more slowly than yellow agents since they will explore
denser zones of clusters. An agent will speed up to leave
an empty or uninteresting region whereas it will slow down
to investigate an interesting region more carefully. The
variable speed introduces an adaptive behavior in the al-
gorithm. In fact, agents adapt their movement and change
their behavior (speed) on the basis of their previous expe-
rience represented from the red and white agents.

for i=1 ... MaxIterations
foreach agent (yellow, green)
age=age+1;
if (age > Max_Life)
generate_new_agent();die();
endif
if (not visited (current_point))
property = compute_property(current_point);
mycolor= color_agent(property);
endif
end foreach
foreach agent (yellow, green)
dir= compute_dir();
end foreach
foreach agent (all)

switch (mycolor){

case yellow, green: move(dir, speed(mycolor)); break;

case white: stop(); generate_new_agent(); break;

case red: stop(); generate_new_close_agent(); break; }

end foreach

end for

Fig. 2. The pseudo-code of M-SPARROW.

During simulations a cage effect, was observed; in fact,
some agents could remain trapped inside regions sur-
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rounded by red or white agents and would have no way
to go out, wasting useful resources for the exploration. So,
a limit on their life was imposed to avoid this effect; hence,
when their age exceeded a determined value (maxLife) they
were killed and were regenerated in a new randomly chosen
position of the space.

C. Exploring multidimensional spaces

We wanted use our adaptive flocking algorithm in or-
der to explore multidimensional space for searching point
having desired properties. A continuous data point can be
represented in a multidimensional Euclidean space, simply
normalizing its attributes. Our algorithm can search for
any kind of properties. In particular, we describe a useful
property for the task of clustering. Given a radius (Eps)
and a minimum number (MinPts) of points. A core point
is a point with at least MinPts number of points in an Eps-
neighborhood of the itself. Searching points having these
characteristic could be useful for different task (i.e. db-
scan [3] use these points to perform the task of clustering
databases). In the experimental section, we will show the
evaluation of our algorithm in effectively cope with this
task.

In the following, we give a more formal description of the
extension of the flocking algorithm to the multidimensional
space. Consider a multidimensional space with dimension
d. Each bird k can be represented as a point in this space,
having coordinates xg1,Zgo,...,2rq and having direction
0k1,0k2,-..,0kq, where 0y; represent the angle between the
new direction of the bird k (computed using the rules of
the previous subsection) and the axis i. Each bird moves
following the the rules of the previous subsection having
speed vg. Then, for each iteration t, the new position of
the bird k can be computed as:

Vi=1...d wki(tJrl) Zl‘jﬂ'(t)+vk X Cki (1)

where c¢y; represents the projection along the i axis
of the direction of the boid k. Note that each compo-
nents is obtained summing the respective three compo-
nents of alignment, separation and cohesion (i.e. ¢ =
c_alignmenty; + c_separationy; + c_cohesiony;). In a mul-

tidimensional space, we can compute the components as:

d—1
Ck1 = H COS(gkj)
Jj=1

d—1
ki = sin(Oki—1) H cos(B;)

i=i

i=2...d

these formulas can be computed as a generalization of
the three-dimensional case illustrated in figure 3.

From a computational point of view, a critical point of
our algorithm is the efficient search of the k-neighbors
in a multidimensional space. Computing exact nearest
neighbors can be very expensive when dimension increases.
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Fig. 3. Computing the components of the boid in a three-dimensional
space.

ANN (Approximate Nearest Neighbor) [1] is a library writ-
ten in C++4, which supports data structures and algo-
rithms for both exact and approximate nearest neighbor
searching in high dimensional spaces. As showed in figure
4, we integrated ANN libraries using Java Native Inter-
face with M-Sparrow in order to efficiently compute the
neighbors necessary to our algorithm.

Fig. 4.

Integrating M-Sparrow and ANN libraries.

III. EXPERIMENTAL RESULTS

In two previous papers, we demonstrated the goodness
of our algorithm in discovering clusters with different sizes,
shapes in noise data [5] and also with different densities [4]
in a two dimensional space.

Now, we want to show how the algorithm works in a
multidimensional space. We have built two dataset, each
one constituted by two gaussian distributions with different
densities of 1500 points. The first was three dimensional
and the latter four dimensional. We run our algorithm us-
ing 200 birds for 600 iterations with k = 50 and radius =
20. It succeeds in separating almost perfectly the two gaus-
sian distributions in both the cases. The three dimensional
case is illustrated in figure 5.

Furthermore, we want to verify the efficiency of the ANN
based implementation and then we run our algorithm com-
paring execution times of the latter ANN-based version
with the previous that used brute force computation for
searching the k-neighbors. The results of this comparison
for a three dimensional case are reported in figures 6 a and
b. Experiments show that the ANN libraries outperforms
the brute force approach in all the cases and the differ-



ence is really considerable when the number of neighbors
to search is greater than 50. If we consider datasets with
dimension larger than 3, ANN outperforms the brute force
approach by at least two order of magnitude, also for small
values of k.

IV. CONCLUSIONS

We have presented an efficient implementation of an
adaptive flocking algorithm that efficiently search multi-
dimensional spaces. The implementation is based on the
ANN libraries performing an efficient search of the k neigh-
bors. Experiments showed that the algorithm is able to
separate clusters in multidimensional spaces and it out-
performs the previous brute force approach in terms of
execution time.
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Fig. 5. Gaussian dataset. a) Original Gaussian dataset used in the experiments; b) First cluster extracted by the algorithm; c) Second
cluster extracted by the algorithm.
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I. INTRODUCTION

Nowadays, several different tools are used in Software
Engineering; in this work we are mainly interested to those
supporting the design phases. These are usually classified in
three categories: CASE, CAME, CAPE tools. MetaMeth is a
CAME and a CAPE tool at the same time.

A CAME tool is a computerized tool that supports the method
engineer in the construction of its own methods that is
principally based on reuse so it aids in storing the reusable
part of existing methodologies (method fragments) and in
providing the interface for a useful and easy retrieval and
assembly of fragments. MetaMeth allows a method engineer
to interface with a repository of method fragment in order to
retrieve them for creating his own methodology.

A CASE tool as an automated tool devotes to help the
designer in the software development process by providing a
software support for a reliable development of activities,
lowering the risk of errors and enhancing the productivity; this
definition even implies activities like planning, and
management, administrative and technical aspects of a project.
MetaMeth  allows to manage the process through the
workflow engine, the agents devoted to design activities and
the expert system.

Il. METAMETH — SYSTEM REQUIREMENTS

Our work started with the identification of the requirements
for the tool to be built. The first part of these requirements
refer to the CAME functionalities:

1. Fragment Repository: the tool supports a fragment
repository collecting methods coming from several design
processes; each fragment is an extension of an existing
repository we built according to the work done within
FIPA, extended with the proper set of expert system rules
and software components (agents) used to support the
specific GUIs required in the fragment; the repository of
fragments already exists and we are working for
integrating it in the tool. We also considered important to
plan an easy extensibility of our tool supporting several
different design processes, but at the moment only the
fragments used to implement our own methodologies
(classic and agile process) are already fully integrated in
the tool.

2. Process Definition. Starting from the repository of
method fragments the tool allows the composition of new
processes. We decided to adopt a standard by OMG, the
Software Process Engineering Metamodel (SPEM) for
modeling our methodologies. Once the process is
modelled in SPEM we use a graphical tool (JaWE) to
produce its XPDL translation (XPDL is the process
specification language adopted by WFMC for describing
workflow processes).
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Figure 1 - Architecture of the MetaMeth application
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Figure 2 - A screenshot of the JaWE tool used for design the PASSI methodology

Process Lifecycle. The tool should support iterative and
incremental design processes composed of several
activities (eventually organized in some kind of
hierarchy) with several different possible iteration paths.
Notation, Syntactic and Semantic Rules. In a
methodology almost all work products have to respect
three types of rules: notational, syntactic and semantic.
The CAME tool have to allow the introduction of
syntactic and semantic rules (expressed in a first order
logic language) and to assign a graphical notation among
available for working with fragments coming from
different methodologies (a set of editors, developed ad-
hoc for this scope, will be available).

Process Roles. During the composition of the method the
method engineer may assign activities to perform to
different human roles involved in the process.

The second list of requirements is related to the CASE
functionalities:

1. Process Execution. The first requirement of this section
is to instantiate a methodology built using the
MetaMeth/CAME (received as XPDL specifications and
a set of rules for notation, semantic and syntactic
verification) and to orchestrate all the CASE services in
order to design a system.

Team Work. Our tool support distributed design
processes (involving several designer working on
different phases at the same moment in different
locations)

Automatic Composition. The tool keep in consideration
dependencies among work products and include the
possibility of automatically compose all (or portion of)
diagrams that allow such an help.

Automatic Verification. Syntax check on notational
aspects of the project and the consistency check on some
design aspects like the correct instantiation of the most
important elements of the MAS meta-model

Reuse and Code Generation. The tool integrates a reuse
technique based on design patterns; these are collected in
a repository and may be used during design. The tool has
a code generator that uses an MDA approach to transform
the design view in a implementation view and finally in a
code view; using this approach different coding languages
or implementation frameworks could be adopted. The tool
supports also the production of an adequate
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documentation that, starting from the work products, is
able of creating complex documents merging diagrams,
text, tables and so on.

The prototype we developed is based on several technologies,
standards and existing tools, that are independent software for
enacting the process definition and the process execution; this
is shown in Figure 1.

The most relevant open source components we reused in our
Metameth tool are:

1. JaWE (by Enhydra) adopted as a graphical workflow
editor to design the process (it exports the process using
the XPDL format);

Shark (again by Enhydra) adopted as a workflow
execution engine (it is able of reading XPDL files and
also to interact with our Java-based Activity Agents); this
tool ensures the design process instantiation and allows
the distributed and asynchronous execution of the
different activities.

Jade is the platform we used to develop our Activity
Agents; this is the most diffused FIPA-compliant agent
development platform.

Jess is Java-based rule engine we used to build our expert
system; such a system is the ‘intelligent’ part of the
Metameth tool; a relevant portion of its services are
required by the Activity Agents that need reasoning
capabilities in order to assist the designer in his duty.

The MAS meta-model required by the adopted
methodology is depicted in form of an ontology using the
tool Protégé by the Stanford University, California.

IBM Eclipse is the IDE we used to develop our UML
editors.

SOFTWARE ARCHITECTURE AND TECNOLOGIES

IV. EXAMPLE.

Now we are going to illustrate with an example the main steps
of the construction of a new methodology and its enactment
with the MetaMeth tool.

The scenario starts with JaAWE session used to define the new
methodology; this tool offers a graphical interface to model
the process as a flow of sub-processes, and activities; each
activity may be atomic or be decomposed in sub-activities. In
Figure 2 we report a screenshot of the tool showing three
different boxes each one related to a piece of the methodology
at a different level of abstraction. The first box (the top one)



£ notivity
e et

Autivity Tuol status

Figure 3 - An example of activity tool for the Domain
Requirement Description phase of PASSI

describes the main phases of our methodology (system
requirements, agent society, agent implementation and code
model). In the second box there is an exploitation of the
system requirement phase in its composing activities (domain
description, agent identification, role description, agent
structure exploration and task specification); finally, in the
third box (the lowest one), the domain description activity is
decomposed in two atomic operations (define use case and
refine use case).

The next step in the definition of the methodology is the
specification in terms of Jess rules of the semantic of the MAS
meta-model elements and the (work products) composition
rules of the process. This is done using Protégé to draw the
ontology and a Rule editor tool we built to describe Jess rules
starting from some templates.

When the methodology has been entirely described using the
XPDL language (process aspects) and Jess rules (semantics
and composition rules), the process administrator may
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instantiate it using the process execution module. This has
been developed using a multi-agent system composed by:

1. A Controller agent (that is interfaced with the workflow
execution engine).

2. One or more Stakeholder agents (one for each designer
that uses it to accept, start, decline the activities assigned
to him from the process definition). After a log in session,
the user may verify his activity list and can start/ refuse or
delegate an activity.

3. An Expert System agent (used to wrap the Jess engine).

4. One or more Activity agents.

When the designer chooses of performing an activity, an agent
becomes responsible for coordinating all the operations
related to the specific activity (also in collaboration with the
Expert agent and the UML editors). Activity agents offer
several services to the designer: i) auto-composition used
when a work product can be automatically modified/created or
updated; ii) notation interpretation, used to map notational
elements (use cases, classes, activities, ...) into elements of
the MAS meta model (requirements, agents, behaviours, ...),
iii) semantic validation used to verify the semantic consistence
of the whole project.

Figure 3 shows the user interface of the Activity agent
associated to the domain requirement description phase of our
methodology; semantic interpretation and validation have
been already done with the result that use cases have been
mapped to requirements. In Figure 4 the first three work
products of the methodology are reported (domain
requirements description, agent identification and role
identification).

V. FUTURE WORKS
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Figure 4 - Some screenshots of the UML editor developed as a plug-in for Eclipse

23



In the future we are going to complete this tool with more
features, specifically we are going to interface it with an
agent-oriented pattern reuse tool that also allows code
generation for one of the most diffused agent development
platforms (Jade). The production of an extensive and well-
formatted documentation from the design artifact is also
scheduled and will be obtained through a society of agents,
each one specialized for the composition of one specific kind
of document.

Another improvement, we are working on, is the population of
the fragment repository, extracting methods from the existing
agent-oriented methodologies.
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Abstract— Hermes is an agent-based middleware struc-
tured as a component-based and 3-layered software architec-
ture. Hermes provides an integrated, flexible programming
environment for design and execution of activity-based
applications in distributed environments. By using workflow
technology, it supports even a non expert user programmer
in the model driven design and implementation of a domain
specific application. In this paper, after a description of
Hermes software architecture, we provide a simple demo
in biological domain and we show some real case studies in
which Hermes has been validated.

I. INTRODUCTION

Hermes [9] is an agent-based middleware, for design
and execution of activity-based applications in distrib-
uted environments. It supports mobile computation as an
application implementation strategy. While middleware
for mobile computing has typically been developed to
support physical and logical mobility, Hermes provides an
integrated environment where application domain experts
can focus on designing activity workflow and ignore
the topological structure of the distributed environment.
Generating mobile agents from a workflow specification is
the responsibility of a context-aware compiler. Agents can
also developed directly by an expert user using directly
the Application Programming Interface (API) provided
by Hermes middleware. The Hermes middleware layer,
compilers, libraries, services and other developed tools to-
gether result in a very general programming environment,
which has been validated in two quite disparate applica-
tion domains, one in industrial control [6] and the other
in bioinformatics [13]. In the industrial control domain,
embedded systems with scarce computational resources
control product lines. Mobile agents are used to trace
products and support self-healing. In the bionformatics
domain, mobile agents are used to support data collection
and service discovery, and to simulate biological system
through autonomous components interactions. This paper
is organized as follows. Section II describes the Hermes
Software Architecture. Section III provides a simple demo
in biological domain. In Section IV, we present several
projects in which Hermes middleware has been adopted.
We conclude in Section V.

II. HERMES SOFTWARE ARCHITECTURE

Hermes is structured as a component-based, agent-
oriented system with a 3-layer software architecture
shown in Figure 1: user layer, system layer and run-time
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Fig. 1. Hermes Software Architecture

layer. At the user layer, it allows designers to specify
their application as a workflow of activities using the
graphical notation. At the system layer, it provides a
context-aware compiler to generate a pool of user mobile
agents from the workflow specification. At the run-time
layer, it supports the activation of a set of specialized
service agents, and it provides all necessary components
to support agent mobility and communication. The main
difference between the run-time layer and the system
layer is how agents function in each. ServiceAgents in the
run-time layer are localized to one platform to interface
with the local execution environment. UserAgents in the
system layer are workflow executors, created for a specific
goal that, in theory, can be reached in a finite time by
interacting with other agents. Afterwards that agent dies.
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Furthermore, for security UserAgents can access a local
resource only by interacting with ServiceAgent that is the
“guard” of the resource. It follows a detailed description
of the main components and functionalities of each layer.

A. User Layer

The user layer is based on workflow technology and
provides to users a set of programs for interacting with
the worklow management system. There are two main
families of programs: programs for specifying, managing
and reusing existing workflow specifications, and pro-
grams enabling administration and direct interaction with
the workflow management system. The workflow editor is
the program that supports the workflows specification by
composing activities in a graphical environment. Hermes
provides two editors, one is a plugin of the stand-alone
JaWE [10] editor and the other is WebWFlow, a web-
based editor. Both editors enable the specification of
workflows by using XML Process Definition Language
(XPDL) [14] a standard provided by the WfMC [12].
Activities used in a workflow are configured by speci-
fying input parameters and their effects are recognizable
as modification of state variables or modification on
the environment’s status. Workflow editors enable the
composition of both primitive and complex activities.
A primitive activity is an activity that can be directly
executed. Users can specify primitive activity without
knowing the real implementation. A complex activity is
an activity that must be specified before it can be used;
as Figure 2 shows the specification of a complex activity
could be a workflow of complex and/or simple activities.
By using complex activities the specification of workflows
is simplified because they enhance both hierarchical speci-
fication and reuse: we can use an already existing complex
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activity without caring of its specification. Users can
use complex activities and stored workflows to increase
productivity when specifying new workflows. Moreover,
large libraries of both domain specific primitives and
complex activities can be loaded to specialize the editor
for a specific application domain.

B. System Layer

System Layer, on the middle architecture, provides
the needed environment to map a user-level workflow
into a set of primitive activities. The execution of these
latter is coordinated by suitable model, they implement
the activities at user level and embed implementation
details abstracted from the execution environment. These
primitive activities are implemented by autonomous soft-
ware entities UserAgent able to react to the environment
changes where they are executed. A compiler generates
a pool of user mobile agents from the workflow speci-
fication. Due to the lack of space, workflow compilation
process shown in Figure 3 will not discussed here and we
refer to [4] for further details.

C. Run-time Layer

Run-time Layer, at the bottom of the architecture,
provides primitives and services essential for agent mo-
bility and resources access. The kernel is the plat-
form for mobile computing which provides primitives
for discovery, mobility, communication, and security. As
already described, the overall structure of the system
is very complex, it supports abstract specifications that
are mapped into a complex distributed and coordinated
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flows of activities over a large-scale distributed system.
In order to master this complexity and to support the
reusability of existing artefact during the development of
a middleware system for a specific application domain, we
designed Hermes kernel following a component-based [7]
approach. Figure 4 shows the main components placed in
the 3-Layered Architecture of Hermes Mobile Computing
Platform. It follows a detailed description of components
belonged to each layer.

1) Core Layer: 1t is the lowest layer of the architec-
ture and contains base functions of the system, such as
the implementation of the inter-platform communication
protocols and agent management functions. This layer is
composed of four components: ID, SendReceive, Starter
and Security. The ID component, implements general
identity management functions by managing a repository
containing information about locally generated agents.
This repository is accessed whenever we want to know
the current position of an agent. The ID component is
also responsible for the creation of the identifiers to
be associated to new agents. These identifiers contain
information about birthplace, date and time of the agent’s
creation. Agent localization is simplified by information
contained directly in the ID, such as birth place. In fact,
the birth place of an agent hosts information about agent’s
current location. A second important feature of the Core is
the SendReceive component. This component implements
low level inter-platform communication by sending and
receiving messages and agents. By using traceability
services offered by the ID component, SendReceive can
easily update or retrieve the exact position of a specific
user agent. The Starter component processes any request
for agent creation. This particular component, in fact, take
an inactive agent (just created or migrated), and checks it
for the absence of malicious or manipulated code. These
agents, before activation, are dynamically linked to all
basic services of the platform. During execution the agent
is isolated from the Core Layer by the BasicService layer.
The Security component, as mentioned above, checks for
the presence of malicious code or manipulations within
agent code.
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2) BasicService Layer: This layer has five main com-
ponents: Discovery, Mobility, Genesis, Communication
and Security Politics. The Discovery component searches
and detects service agents. When a user agents wants to
communicate with a service, it will ask the Discovery
for the right identifier to use as the messages’s receiver.
The service detection strategy can be implemented in
several ways; for example by a fixed taxonomy or by an
UDDI [5], commonly used in WebServices application
domain. The mobility component enables the movement
of code across platforms [11], it implements the interface
used by the Agent component and it accesses to compo-
nents of the Core layer to send, receive and load agents.
It is important to note that real communication between
different locations can be achieved only through Core’s
SendReceive component, and then migration is indepen-
dent of the type of used transport. Mobility consists on
copy the agent i.e. its code and its current state and send
it to the destination platform where it will re-started in
a specific point (weak mobility). The local agent is de-
stroyed. The Communication component makes possible
to send and receive agent-directed messages both in an
intra- and inter-platform context. Intra-platform messages
are messages sent between agents and services residing in
the same platform. Inter-platform messages are messages
sent to agents residing in different platforms (our system
does not allow for remote communication between user
agents and service agents). The agent requesting the
dispatch of a message does not need to know, effectively,
where the target agent is; in fact, the ID is sufficient to
post correctly a message. The Communication component
uses one of the Security Policy’s interfaces to ascertain
whether the specific UserAgent or ServiceAgent has the
right privileges for communication. If an Agent is not
authorized to use a service, the message is destroyed.
Before accessing resources and services, an agent must
authenticate itself. The identification is performed by
sending a login message to a specific ServiceAgent, as
consequence the SecurityPolitics component jointly with
the Communication component intercept the message and
unlock the communication. The SecurityPolitics compo-
nent centralizes control of permissions, protects services
and resources from the user agents, and provides the
administrator with an easy way to manage all permissions.

The last component of the service layer is the Genesis
component that enables agent creation. A special case
of agent creation is cloning that is performed when it
is necessary to create a copy of an existing agent. The
two copies differ only for the agent identifier.

3) Agent Layer: The Agent Layer is the upper layer of
the mobile platform, the Agent Layer, contains all service
and user agents. This component has not any interface, but
it has only several dependencies upon the BasicService
Layer. The Agent component provides a general abstract
Agent class. UserAgent and UserAgent classes extend this
abstract class. ServiceAgent consists of agents enabling
access to local resources such data and tools. User agents
execute complex tasks and implement part of the logic
of the application. Java programmers can also develop
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UserAgents by using the API provided by Hermes Mobile
Computing Library. Listing 1 shows a simple demo. A
MkDuckAgent called “Della Duck” creates three sons
Qui, Quo and Qua -lines 24 to 40- by cloning itself.
After clonation each new agent start its behaviour calling
“afterCloning” as initial method.

package samples;

1
2 import hermesV2.x;

3 import hermesV2.agent.*;

4

5 public class McDuckAgent extends UserAgent {
6

7 public McDuckAgent(String agentName) {

8 super (”Della Duck”);

9

10

1 public void init() {

12 reception(); //1 enable the reception

13 //of messages for the father
14

15 System.out. println (”Hello World !!”);

16 System.out. println (”I’m Della Duck !!!”);
17

18 Identificator temp=null,sonl=null,

19 son2=null ,son3=null;

20

21 /+afterCloning is the first method

22 called after the clonation */

23

24 try {

25 sonl = clone(”afterCloning”, “Qui”);
26 System.out. println (new Date (

27 System.currentTimeMillis ()) +
28 ”: Qui was born !!”);

29 son2 = clone(”afterCloning”, “Quo”);
30 System.out. println (new Date (

31 System. currentTimeMillis ()) +
32 ”: Quo was born !!”);

33 son3 = clone(”afterCloning”, “Qua”);
34 System.out. println (new Date (

35 System. currentTimeMillis ()) +
36 ”: Qua was born !!”7);

37 } catch (CloneException ce) {

38 System.out. println (ce);

39 }

40 Message mO=null ;ml=null ,m2=null ,m3=null;
41 while (!(ml'!'=null && m2!=null &&

) m3!=null)){

43 m0 = getMessageSynch ();

44 temp = m0. getSenderAgentld ();

45 if (sonl.equals(temp)) ml = mO;

16 if (son2.equals(temp)) m2 = mO;

47 if (son3.equals(temp)) m3 = mO;

48 System.out. println (( String )m0. getObject ());
49 }

28

104 }

/+The mother replies to sonsx*/
Identificator myld = getldentificator ();
ml = new Message(myld, sonl,
"Mom: Ok Qui !! \n 7+
”I’ve receive your message.
m2 = new Message (myld, son2,
"Mom: Ok Quo !! \n T4
”I’ve receive your message.”);
m3 = new Message(myld, son3,
"Mom: Ok Qua !! \n 7+
”I’ve receive your message.”);

-

try {
sendMessageToUserAgent(ml);
sendMessageToUserAgent(m2);

sendMessageToUserAgent(m3);
} catch (CommunicationException ce) {
System.out. println (ce.getMessage ());
}

¥

public void afterCloning () {
Identificator myld = getldentificator ();

PlaceAddress myBPA = myld. getBornPlaceAddress ();

int myBPAPort = myBPA. getPort ();

try {
int port = (myBPAPort == 9100) ? 9000 : 9100;

PlaceAddress myMPA =
new PlaceAddress (myBPA. getlp (), port);
this .move (myMPA, “afterMoving”);
} catch (MigrationException me) {
System.out. println (”MigrationException” + me);
}

}

public void afterMoving () {
reception(); //1 enable the reception
//of messages for the son

Identificator myld = getldentificator ();
Identificator mother = getFatherldentificator ();

Message m = null;

try {
m = new Message (myld, mother,
getAgentName () +
”: I have moved to another Place”);
sendMessageToUserAgent(m);
} catch (CommunicationException ce) {
System.out. println (ce.getMessage ());
}

m = getMessageSynch (mother);
System.out. println (( String )m. getObject ());

Listing 1. McDuckAgent.java
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By using “move” method -line 79- Qui, Quo amd Qua
migrate to a Place different from where they were born.
When they arrive in the new Place each one call the
“afterMoving” -line 85- method. Then they notify to their
mom their moving by using “sendMessageToUserAgent”
-line 97- and “getMessageSynch” -line 101- methods.
Figure 5 shows the final results.

D. Software requirements

One of the main features of Hermes middleware is
its scalability. The present version, HermesV2, is a pure
Java application whose kernel requires about 120KB of
memory and interoperates across a systems ranging from
microprocessors to very power workstations. The Hermes
Mobile Computing Platform is available under LGPL on
Sourgeforge ! Web Site.

III. MODEL DRIVEN DESIGN AND IMPLEMENTATION
OF ACTIVITY-BASED APPLICATIONS: A DEMO
In the present post-genomic era, biological informa-
tion sources are crammed with information gathered

Ihttp://sourceforge.net/projects/hermes-project
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from results of experiments performed in laboratories
around the world, i.e., sequence alignments, hybridization
data analysis or proteins interrelations. The amount of
available information is constantly increasing, its wide
distribution and the heterogeneity of the sources make
difficult for bioscientists to manually collect and integrate
information. In this section we present a demo of Hermes
in the biological domain. In our example we want to find
similar DNA sequences to a given one in several databases
using Basic Local Alignment Search Tool 2 (BLAST).
In particular, in this demo we want to compare, using
BLAST, the nucleotide sequence in FASTA format of a
given entry identificator with the sequences contained in
the following databases:

o Protein Data Bank (PDB) 3
o SWISS-PROT *#
« DDBJ 3

Zhttp://www.ncbi.nlm.nih.gov/BLAST/
3http://www.rcsb.org/pdb/
“http://www.ebi.ac.uk/swissprot/
Shttp://www.ddbj.nig.ac.jp/
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The access to these databases is guaranteed by a set of
Web Services. By using workflow editors a bioscientist
can specify the logic order, as Figure 6 shows, of a set
of domain-specific activities without knowing the related
implementation details. Each rectangle is an activity and
each swimlane represents a UserAgent. As Figure 7-b
shows, user can exploit a set of previous defined domain-
specific activities by importing the proper library.
BlastnDDBJ Agent, BlastXSWISS Agent and BlastX-
PDB Agent receive the nucleotide sequence from the
BlastDemo Agent and throught an interation with WSIF
ServiceAgent, they compare the received sequence with
sequences in each database using BLAST. If no excep-
tions occur, BlastDemo Agent join partial results and
send the final document to user by email throught an
interaction with the Email ServiceAgent. After saving
this specification, you can reload -Figure 7-a-, compile
-Figure 7-d- and execute -Figure 7-c and 7-e - the
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Multiple blast compilation and execution

workflow previous defined.

IV. SOME CASE STUDIES

The Hermes middleware has been validated in several
projects. It follows a brief case study description of
Hermes application in some of them.

A. SI.CO.M project

In the SI.CO.M © project we have developed a proto-
type based on Hermes middleware for the traceability of
ichthyic products. Generally the product is traced throught
the updating of databases distributed along the main sites
of the weaving factory. This approach is not efficient
because trace a faulty batch of products requires to query
all databases, usually with an heterogeneous schema, of
all sites interested in the production process. The proposed

Ohttp://sicom.cs.unicam.it/



solution with the prototype named “TraceFish”, exploiting
the agent-based technology, allows to move automatically
the information about a single batch from a site to another
of the weaving factory overcoming the limits of the
classical client/server approach.

B. 0O2I Project

The Oncology over Internet (O2I) 7 project is aimed to
develop a framework to support searching, retrieving and
filtering information from Internet for oncology research
and clinics. Hermes in the context of O2I project is called
Bioagent 3, it supports the the design and execution of
user workflows involving access to literature, mutation
and cell lines databases.

C. LITBIO Project

The main objective of the Laboratory of Interdiscipli-
nary Technologies in Bioinformatics (LITBIO) ° is to
create infrastructure capable of supporting challenging
international research and to develop new bioinformatics
analysis strategies apply to biomedical and biotechno-
logical data. To satisfy the most bioinformaticians needs
we have proposed a multilayer architecture [2] based on
Hermes middleware. At the user layer, it is intended to
support in-silico experiments, resource discovery and bi-
ological systems simulation. The pivot of the architecture
is a component called Resourceome [8], which keeps an
alive index of resources in the bioinformatics domain
using a specific ontology of resource information. A
Workflow Management System, called BioWMS [3], pro-
vides a web-based interface to define in-silico experiments
as workflows of complex and primitives activities. High
level concepts concerning activities and data could be
indexed in the Resourceome, that also dynamically sup-
ports workflow enactment, providing the related resources
available at runtime. ORION [1], a multiagent system,
is a proposed framework for modelling and engineering
complex systems. The agent-oriented approach allows
to describe the behavior of the individual components
and the rules governing their interactions. The agents
also provide, as middleware, the necessary flexibility
to support data and distributed applications. A GRID
infrastructure allows a transparent access to the high
performance computing resources required, for example
in the biological systems simulation.
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V. CONCLUSION

As the demo presented shows, Hermes middleware pro-
vides an integrated, flexible programming environment,

http://www.02i.it/
8http://www.bioagent.net/
http://www.litbio.org/
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whose user can easily configure for its application do-
main. Hermes is structured as a component-based, agent-
oriented, 3-layered software architecture. It can config-
ured for specific application domains by adding domain-
specific component libraries. The user can specify, modify
and execute his workflow in a very simple way. Workflow
is specified abstractly in a graphical notation and mapped
to a set of autonomous computational units (UserAgents)
interacting through a communication medium. The map-
ping is achieved by compiler that is aware not only of
contents of a library of implemented user activities but
also the software and hardware environment to executing
them. By using workflow as suitable technology to hide
distribution and on mobile agents as flexible implemen-
tation strategy of workflow in a distributed environment,
Hermes allows even to a not expert programmer a model
driven design and implementation of a domain specific
activity-based application.
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TheW4 Model and Infrastructure for Context-
awareBrowsing The Virld

Gaboriella Castélli, Albeto Rosi Marco Mamei, Frarco Zambonelli

Abstract—The imminent mass deloyment of pervasive
computing technolodes suchas sensor networks and RFID tags
togetherwith the increasng participation of the Web community
in feeding geo-locatedinformation within tools such as Google
Earth, will soon make available an incredible amouwunt of
information about the physical and social worlds and their
proceses This opens up the possbility of exploiting al such
information for the provisioning of pervasve context-anare
services for “browsing the world”, i.e., for facilitating usersin
gathering information about the world, int eracting with it, and
understanding it. However, for this to occur, proper modelsand
infrastructu res must be develoged. In this paper we propose a
simple model or the representation of contextual information,
the desgn and implementation of a general infr agru cture for
browsing the world, as well as some exempla services we have
implemented ower it.

Index Terms—Pervasve computing, Browsing the world, GIS,
GPS, RFID tags

I. INTRODUCTION

wo apparertly disjoint trends motivate this work. On the

one hand, the imminent mass diffuson of pervasive

computing technologies swch as sensor networks
[ChoKO03] ard RFID tags [Wan@®] will soon make available
an ircredble anount of reattime information about the
physical world, its poceses, andits objects. On tle other
hard, the damatic successof paticipatay Web tods (aka
Web 2.0 techndogies) is feeding the Web with information of
anykind about any topic. In paticular, mapping tods sich as
Goode Earth and Google Maps get continuoudy enriched by
geclocaked information coning from very diverse sccial
conmunities am related to a variety of facks and evers
situated inthe wald [ButOg].

Overall, both the atwve trerds contribute to accumulate
information that canbe potentially usedto build real-time and
histaical models of a rumber of facs am processes
happening in the world. More pragmatically, the possikility of
acquiring detailed digital information about the surounding
context opens up the possibility of exploiting all such
information for “browsing the world” [Cas(6]. The concept d
browsing the world considers that, by properly integating

Manuscipt received luly 7, 2006. This work was supportea in partby the
project CASCADAS (IST027807) funded by the FEET Progran of the
EuropeanCommisson.
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information about the surroundng world coming from both
pervasive cevices aml form the Web, it will be possilde for
users to gather corntextualized relevant information, ard for
senvices to effectively support user activities related to
interactng with the ptysicalworld in acontext-aware way.

Howewer, caddering that the amount of available
information from a varety of saurces could becane
overwhelming, its effective exploitation by users andsenices
calls fa proper nodels to refresen such data inanexpressve
yet sinple-to-be-manipulated way, and for proper sdtware
infrastricture to organize and provide access at it.
Accordingly, the contribution of this pgoer istwofold.

First, we gropose a sinple model to repesen contexual
information about the physical word, for the se of both
users’ querying acivities andcontext-aware serices. The
model, which we cdl “W4”, is basedon the cansiderationthat
most information abaut the world can be simply repreentedin
terms o four “W”s — Who, What, Where, When — and that
such a represetiation erables fo very expessive, ad flexible
data usges.

Second, we describe the design and implementation d a
general mddeware infragructure for browsing the wotd,
facilitating the developmert ard supporting the activities of
general-purpose contex-aware [grvasive senices. Tle
infrastricture  swports PDAs and laptops access to
information comning from bath pervasive devicesand the Web,
provides for representation and ormanization of daa in W4
tems, nmekes availablea Jawa interface fa users’ queries and
for senices acces$o such data, ard it is integrated with both
Google Eath and Google Map for the salke of effective ugr
interfacing.

The remainder of this paper is omarized asfollows.
Sectbn 2 betterdetaik the gneral sceario of browsing the
world ard the challengs itimplies. Secton 3 preserts the W4
model. Section 4 details the implemented sdtware
infrastricture. Section 5 preserts samne senices we hawe
implemented on bp of our system. Section 6discusses related
work in the area.Secton 7 concludes

II.  BROWSING THEWORLD

In this secton, we better dfine the sceario in which our
research situates by properly identifying the componerts
involved in the “browsing the wald” vision, and by
discussimg the asociatedkey challenges.

A. Scenarios

As dated in the introdudion, in the near future, our
everyday environments will be densely popuated by a variety



of embedded devices such as sensor neworks [ChoKO03],

RFID tags WanD6]. Users in an ewironment will be able,via

wireless interfaces mounted on some wearalbe conputing

device (e.g. a PDA o a snart phone), to directly access
devices in their proximities to gather informaton alout

pheromenaoccurring in the surroundings o (as in tke case ©
RFID tags atached toobjects)abaut nearly physical objects.
In addition, users will be alble to acess to the Web via sane

wireless communication technology, to dynamically retrieve

any neecakd information. Other than accessimp “traditional”

Web information (e.g, html pags ard Web seniceg, this

also enalles uses 1 access getocaked information

corcerring specific sites geographical areas ath gereral facts
and annaations about them, as they can continuously

provided via collaborative Web 2.0 techrologies ty the Web
community [Esp01, TerK06]. In addition, it enables usrs to

aces information generated by sersors ard enbedded
devices (far in the world or close to him but beside his range

of direct access)

Users, in turn, can decide to unvel (totally or to some
limited extert) their presere inan ewironment, by making
sonehow availabe to the public theiridentity, location and/or
acivities. Ths can occur by dynamically uploadng such
information on the Web, or by meking it available to othervia
ad-hoc connettions, or even by uploading it into surounding
pewvasve devices.In this latter case, govasive cevices such
as RFID tags would act as asort distributed memory
infrastricture [MamQZ06g. The location of uses will be
always awailable, either becase trey wil carry on a GPSor
becaweof locationcanbe inferredby the pattems of acces ©
pewvasve devces (e.g theacces  a RFID tag wih aknown
location implicitly determines the locaion of the user [Sat05)

(see Fig1).
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Figure 1. The general scenario of browsing the warl d.
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On the lesis d the almve candderations the concep of
browsing the world, in general terns, cansider the possibility
of navigating in an informaton smce that — by propery
mergng and integrting informaion coming from both
pewvasve devces andhe Webcan repesnt adetailed model
of the wald, conprising both presem and histoiic fine-
grained geo-located daa about the world, its entities, its
proceses, ad its saiad life. In context-aware usr-centric
terms, which are the ores d more interest heg, the concept d
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browsing the world implies the possibility for usersin an
ervironment to acces ard ravigate mearingful information
about the surrounding physal world, and for software
senvicesto accessand manipulate suchinformationto enforce
various degeeof context-awareress ad context-adaptation.

B. Challenges

From the merely techrological viewpoint, the “browsing the

world” vision could be alread turned irnto reality. Indeed,

novd services and Web dtes that can be included in the

“browsing the world” categ@ry appear ewery day [Cas@].

However, beside spcific senice implemertatons, for

browsing the world to becorme common practice based on

sound engneered actvities, seveal challerges renains to be
addres®d. In particular:

1. It would be fundamental tocreate agenera modd to
represem context information and to build a wald model.
Spetial information is important but it is not enough.
Tenyporal information must be included as wd as
information descibing the acivities takng place inthe
world. The model should erable todeal wih inconplete
information, and stould dlow navigation among context
information on the besis of what is available at a tyen
time.

2. It would be importart to hawe a gerral infrastricture
suppating the modd that should work without requiring
or committing to the awilability of specific tecmologies.
The infrastructure should be general-purpose, autonomic
ard adapable. Reying on this infrastricture, the
activities of browsng the word stould not be
compromised becase of say, tle tenporal unavailability
of an Interret cannection or the wavailability of a GPS,
or of an RFID reackr. Consequertly, apgications built on
that infrastructure should not mandate the availability of
specific information, but should exploit whatewer
available information on a bes effort bass.

Beyand the haizon, it woud be important for such a general

model to emabe easy processitg of data,to faciitate the

identification of links between isolated bunch of information.

This woud erable he creation of complex knowledge

networks, and possibly would promote the creatim of “new

knowledge”, adt can be devied by inference fronexisting
information [Bau06).

The attampt to face he abwe challenges, by @fining a sinple

yet effecive nodel for context data ad a general sdtware

infrastricture, as peliminary ard incomplete asit canbe, is
the exact gal of our work.

Il. THEW4 CONTEXT MODEL

We propose a simple model in which context ddais expressed
by a four field strwcture: who, what, whee and when. Such a
model apgarseffective in anumber o circumstarces sinceit
points ait same of the main topics that are ao involved n
humen thinking: who is acting? What is he/shelit doing?
Where aml when the actiortakesplace?



A. Overview

The god of our propcsd is to develop a general modd to

manage conextual informaton. Information to be hardled
will come from multiple arnd heterogeneous surces, and
would be related to aatge number of situations ranging from

the description of physicd propertiesin geographic areas to

social facts ath processes #ppening in the world.

In paticular, we developed amodel in which context deta is
descibed by means 6 4-fields tuple: (Who, What, Wtere,
When). We close ths structure becaus of its evident
mearing ard flexibility. In fact aW4-tuple allows to exress
a situationin a rther natual and human-like way, e.g.,
“somemne a sonething (Who) does some activity (What) in a
certan place(Where) ata sgecific time (When)”. We call each
of these tples aknowledge atom to describe the fact they
represert an atont unit of context information.

Knowledge atons are createdyba number of sdftware agets
running on different (pssidy ermbedded) devices, andwill be
stored in a sutade shareddata sp@ace (n sectbn 4, we cetail

our adual implementation of this space). Aplication agerts

that canrange from context-aware serice providers, to sirple

interfaces spporting users in browsing information, will

acess the sharedspace toretrieve those cantext information
that are sitalde for their agplication task.

B. W4 Data Representation and Generation

We cefine context as a éur-field tuple (Who, What, Where,

When):

- Who is the sbject desribed by the catex structure.
Who may be a human persa (e.g., Gabiella) or an
unanimated part o the catext (e.g, anRFID tag. The
Who field is represettied Ly a strirg with an assaiated
namespace that defines te “kind” of entity that is
represened. For exanple, vaid erries for this field are:
“person:Gabrielld’, “tag:tag#567".

- What is the activity gerformed by the sulject In the
likely casethat this is nd directly available, t can be
inferred from the daher cortext paranmeters (e.g, an
acceleroneter canreveal that the usr isjogging), or it ca
be explicitly supplied by the user. This field is
represetted as a stringcontaining a predcate-complement
staterent. Far exanple, valid ertries for the What field
are: ‘read:lmok”, “work:pewvasve conputing group’,
“read:terperatue=23.

- Whereis the locationto which the caitex relates.In our
model the location may be a physical s@acerepresened
by coordinaes (ongitude latitude) or by geographic
regions (specifically, our modd adopts the Postgis
language to describe such regions
[postgis.refractions.net]). Moreover, it can also be
represettied as a ogical place. Logical places lke
“campus” or “bark” are mapped in the respctive
geographic by using a fixed dictionary. Logical places
like “here” are napped via sinple algorithms corsidering
the wser current GPS locaion. Note that his enbrces
context-awarerss, e same “here” information get
multiple mearings depending on the user actual locaion.

- When is the time duration to which the catext relates. It
may be an exact range (e.g., “200607/19:09.am -
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2006/07/19:10.00an”), a condse description of a range
(e.g., 928am), or ewen a lagical vaue (e.g., “now”,
“today”, ‘“yesterdhy”, “before”). Exact values are
represered with a“begintime-of-day —end-time-d-day”
expressian. Concise desription and logicd values are
mapped via simple algorithms to the caresmnding exact
value. For example 9:28am = 2006/07/19:9:28am + 5min.
It is important to erphasize hat concisetime descrigtions
ard logical times are contextual ogeratas, heir mearing
depends an thetime the query is actidly issied.
Sdtware agerts are in chage of creatng and inserting
knowledge atom in the slared space. Agents sense
information from sevesl devices(e.g. RFD tag GPS dvices,
Web sewices) and combine them in order to produce a
condse and dfective description of wha is hgppening in
terms of a W4 tuple. Tre following exanples illustrates the
atom generation process.
Galriellais walking in the canpus’ pak. An agert running on
her PDA can priodically create anatm describing her
situation.

Who: user:Galriella

What: works.pervasive computing group
Where: lonY, latX

When: now

The Who and What informaton are etered drectly by the
user & the lagin of the agent application, Where and When are
dynamically provided by the GPS device.

Galriella’s PDA is connected with a RFID tagreader A
specific RFID agnt caoitrols the reader and handles the
asciatedevents.When atagis read the RFD agent creates
a knowledge atomto store the tag hformation In paticular,
either the tag would contain its owndescription, or the tag 1D
would beresolved in a dictionary to retrieve the description.
This information, togetrer with the “tag’ namespace wil fill
the Who field. What is left urspecified. The agehaccesss the
GPS toretriewe locationof the tagand fill the Where field.
Finally, it conpletes the Wien field with the logical value
“now’.

Who: tag:statue of Ludovico Ariosto
What: -

Where: lonY, latX

When: now

C. W4 Interface

Knowledge atams will be stored in a slared data space. In
particular, ourmodd relies on te following non-blocking and
deterministic operatiors:

void inject(KnowledgeAtom a); enters a knowledge atomin
the slaredspace

KnowledgeAtom[] read(KnowledgeAtom a); retrieves al
the atoms matching a template knowledge atom.

The inject operation is trivial: an agent accessethe shared
data smpceard siore a knowledge atomthere.

The read operatn, instead requires same more disclssion
The W4 Modd is suitable not only to represent context
information, but for questioning too. A query will be
represeted by a W4 tuple with missirg values (.e., fieds left
unspecified). The readoperaton triggers a pattermatching



procedire betweenthe qiery amd the knowledge atoms that
already p@ulate the data space.Matching atorrs ae returned
as resuts d the guery. In this process it is important to
understaml that the pattem meatching operatiors work rather
differenly from the traditiona tuple space mddl. In fact, our
proposal can rely on the W4 structure © erforce nore
expressive pattem matching operatiors that hae a dfferent
mearing for the various Ws.

- Who and What. Patem matching operations in these
two fields is based on gring-based regular expressions.
For exanple, a patter like “ser:*" will match ary user.

- Where. Patem matching in this field inwlves spatia
operatiors (again inspred by Pgtgis @erations).
Basicdly, the template defines a bounding box
Everything within the boundng box, matches the
termplate. For exanple, a [@ttern like
“circle,center(lonY,latX),radius:50m” defines a circle
certeredat (lonY, latX) with a 300m radius. Tupleswith
a Where field within the circle wil match the tenplate.
Logical places have to be translatedinto actual sptial
regionshbefore of going through the pattern matching.

- When. In this kind of pattern matching, the template
defines a time interval. Everything that reppened within
that interval metches the tenplate. Concise time
descriptions and logical times will be converted into
actual time intewval before df pattern matching.

The fPllowing two exanples llustrate he qLerying process.

Galriella is walking in the canpus, am wants to know if

sone colleagie is rear. Ske will ask(readoperatior):

Who: user:*

What: works:pervasive computing group
Where: circle,centelpny latX),radus:500m
When: now

Analogowsly, Gabriella can ask if some of her colleagues has
gone to work in the norning:

Who: user:*

What: works:pervasive computing group

Where: office

When: 2006/07/19:09.00am - 2006/07/19:10.00am

It is important to enphasizethat returned answers lave ot to
be “complete” W4 atoms. The pattem matching mechansm
also allows matches between incomplete information. Thus,
following this approach, applicatons are Itased on
conponents enering complete armd inconplete conext
information and geting in response other refined (but possibly
till incomplete) information.

D. Discussion and Future Extensions

In our opinion the proposed W4 modd addresses some of the
previous challenges. Frst of all, the nodel is gereral enaugh
to be usedin different applcation fields, e.g. outoor and
indoor navigaion, location-based services etc. The field
structure is suitalle fore a variety of application indeed no
field is application Pecific. The 4field stucture is suppacsed
to have meanirg for almost all cortext sibject. Nevetheless,
if a field is enpty the ahers may cary useful piece @
knowledge. The lack of a field doesrit compromise the
correctress of an atan neitherthe ablity of retrieving atams.
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This makes the modd autonomic and alaptable. Even if the
structure is very sinple, it conveys alot of information
beyond the gpatial ones. The desaiption includes both
parameters of the catext (time, location) and paraneters
aboutactivities being urdertaken.

In our opinion, there ae however two importart extensons
that could bevaluably added to the modd.

On the one hand, the curent model is samewhat limited by
the lack of a refererce ontology that could add senantic
relationships to the cortefs in the WHields. With swch an
ontology in place, kowledge atans calld be related also if
their fields do not match exacly, ard ako apgication ageims
would be able to manipulate the retrieved context information
in a nmore meanngful way.

On the othe hand, Althowgh pdtern matching opeations
proved rather flexible to retrieve context informaton, in our
future work, we would like to exploit the W4 structure ©
better navigate the catext repository. More ecifically, we
would like to link together the various knowledge atoms to
form a knowledge nework where it woud be posshle to
navigate from one W4 tuple to the other. From this
perspective, tre W fields could be lirk to other knowledge
atams, sothatit would be mssible, for exanple, to fdlow the
Where link to get furtherinformation on where agiven ertity
is locaed Our idea, is hat the possibility of querying this
network, insteadof aflattuple space, wdd allow nmuch more
semantically rich quedions ard infererces.In particular, new
knowledge could be produced by navigating the knowledge
network and combining and aggregating existirg information
into new knowledge atoms.

IV. THE"BROWSING THE WORLD” INFRASTRUCTURE

To enalbe the cancept of “browsing the world”, we designed

and implementedaninfrastricture basedon the W4 model. In

this secton we first present the general archtectue

underlying our infrastucture, thenwe will detail the mrts that
fulfill the W4 model.

A. The W4 Architecture

A gereral infrastricture to erable human-centric browsing of
the wald must include senices Pr data acquisition, data
integraton, and data visualization. The achitecure we hawe
implementedis arganizedas fdlows:

1. Putting humanrs at tte center owr archtectue considers
users with portable computing devices (i.e., laptops or
PDASs), integrating localizaton devices (i.e., GPS),
devices toacqure information from the physical world
(i.e., RFID reactrsand sersors), andmears to canect b
the Interret (.e.,WiFi ard/or UMTS comecions).

2. Data caning from these @vices (there included user
GPS dta) isrepresetted by mears d the WA tuples, and
stored in the Iccal tuple space to le later accessedy
apgication agents.

3. Relevant data are sento a dobally accessile stared
tuple spacecontaining the W4 model of the world. This
space allowsmultiple usersto exchange information and
to conduct wide-area geries.

4. A RFID reader (in the form of a wearale glove)
comectd to the laptop or to the PDA \a aseiial cable



can be usedto cdlect information from RFID tags
dispersedin the environment. This ifiormation, erriched
with the ptysicallocationwher it has leencallected(as
provided ky the GPS, evice) isstoredin the local tuple
space.

5. Data coming from sensa network nodes (Crosskow
MICAZ) canbe accessedby asutabe agent that callects
sersed data andstae themin the dia space. Da is
eniichedwith the plysical location of the actualsersors
and converted in the W4 format. Alternatively, sersor
data cailld be codlected by a base-gation and sent
directy to the “World” tuple space.

6. Specifc sewices can brealzedby mears of application
agents (i.e., autononous Dftware comporents) running
locally on the user portable avice andaccesing, via the
W4 model, both the local ard “World” tuple spaces.
Also, application agents caninterface wih a local GIS
client (Google Earth or Google Maps) to turn data nto a
user-centric rspective.

7. Agents candynanicaly connect b the Web to retrieve
addtional information to integratewith that caning from
the WA tuple saces.

The whde systemhas beenreaized using the Java langage.
The “World” tuple spce hes beenimplemented through a
Postgres database with spatial and temporal extensons. The
local tule spaceis smply implementedby aJava Vecbr. The
RFID reackr ard the sersors are accesseda JNI andsackets
respectively. User interface s provided by Google Earth(for
laptops)and Googt Maps accessedia the Minimo browser
(for PDAS.

+—> ro\
N

W4 Tuple Space,
“The World Madel"

Sensor Network

RFID Tags
Figure 2. User centric infrastructure for browsing the
world

B. W4 Tuple Space

All the information coming from the supported embedded
devices (GPS, RE} and wireless snsors) is reresened by
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mears d W4 tuples, andstored in a local tuple space.
Application agerts accesshis s@ce 0 retrieve W4 context
information suwpating their activities. Thus application
agents are completely decoupled from low-level embedded
devices, ard so they aces aml deal with contexual
information only in tem of the W4 model. In addition, the
availability of a local tuple space allovs the systemto work
also in asence of a nework conrection and alows to
minimize the generateddata traffic (ard its as®ciated cots).
Since tlis tude sm@ce fas to n on portable devices, it has
beenimplementedby asimple Jawa Vecta accessiblavith the
W4 interfaceasdesciibed in 3.c.

Other thanthe local tuple s@ace,our infrastricture is provided
with a globally accessite stared tuple space cotaining a
model o the wald. This space allows multiple users b
exchange information andto conduct wide-aea queries. For
scalahility reasams, thee caild be more Wald tuple spaces,
physically dislocatedn the ervironmenrt ard linkedin a DNS-
like herarchy. Howeer, our currert implementation consists
of a simgle Web-accessile Tancat sever giving accesdo a
Postgres ditabase that stoe the W4 tuples. We realzed JSP
ard Sewvlets implenmenting the W4 interface

Application agents have to decide which information hasto be
sent to the World tuple smce ad which hasto remain only
locally confined This decision may depend on many factar,
such asprivacyisses (e.g a ugr may not be comfortable of
condantly sending his GPS location on the Web) and
scalablity reasms. Fa exanyple, trivial math says that stamg
one persa entire life (100 year§ GPS traces 2 floats)
sanpled at 0.1Hz amounts at 2.5GB of highly redundant (thus
compresside) data. Deending on needs, agrts can decide
the rate ofdata to semto the dobal server.

C. W4 Query Engine

The WA query engne is the canponert that is incharge of
managing the WA queries ad perform pattern matching
opeations

The query ergine running on the local tuple space has been
developed in Java. It basically, scansthe local Vector of tuples
and uses Sting parsing methods and simple geometric
algorithms (to handle Where clauses) for patern matching.

The query ergine running on the “World” tuple space
dynamicaly trandates W4queries in SQL to execute themon
the Postges databag. In this implementation, query pattern
matching is supported dther natively by SQL or by the
Postgis sjatial extension for the Where field.

It is worth enphasizing that the curent implenmentation is
only a first prototype andthe curert tuple s@ce ad ouery
method is ratrer reive. Havever, in future implementatiors,
we will enrich the curent infragructue so as to manage,
orgarizeand integratedata in a nore canplex ard clever way.
In particular, as discussed in 3.4, we would like to abandmn
the curent flat tuple-based inplemertation and structure
context information in neworks of knowledge. Such network-
based representation wauld be more naturaly distributable
ard could make aur infrastricture more adaptive and
auonomic.



D. The Graphical Interface

We deweloped a flexible graphical subsystemthat can be
easly enployed on both laptops ard PDASs. In particular, it
interfaces with the GIS tools mede available by Goqgle:
Goode Earth and CGoogle Maps to disday retrieved context
informationas pacenarks in a sgecific geographical area(see
Fig. 3, 4, 5). Ou graphical subsystemis basedon the Keylole
Markup Languege (KML), fully supported by Goode Earth
(at the noment only available 6r desktops and laptops), and
at least partialy supported by Goagle Maps and Google Maps
for Mobile (that can be accessedalso by PDAs aml snhart
phoneg. This larguage allowsto errich geographical images
comng from the Goale GIS sdfware with custom
placenarks, images, P objecs, etc. Thus, our graphical
interface pst translates mper W4 tuplesin a correspnding
KML file anddynamically provides t to the Goagle sdtware.
It is worth noticing that the KML language allows also to
specify the user viewpoint on the map. This naurally supports
context awaenes, in that an agnt colid decide to certer the
map where elevant information are located.

Folowing this approach applicaton agens canthen acqure
relevart information by both interfacing with enbedded
devices, ad relying on userinterfaces Such information wil |
be repeserted in he W4 language fa the sake of easy
retrieval, manipulation and undestanding. Rndly, it will be
corverted inKML for the sale of effective visualization

V. APPLICATION EXAMPLES

To test our model and infrastructure, we developed some
simple appgications hidhlighting the flexibility of the W4
model ard infrastiuctue. In all these eanples, we
implementeda oftware agert that
1. receves eitherstatic ordynamic queries from the user
2. accesss the Wald tupe spaceto retrieve suitable
cortext informaton.
3. creaesa KML-formatedanswer, ad dsgays it eitherin
Google Earth (for laptops) or in Goagle Map (for PDAS).

A. The Journey Map

A first application allows to provide contex-aware
informationto a userequippedwith a GPS dvice anda RFID
reackr. In particular, we facusedon the sceario in which a
tourist wants to automatically buld and maintain adiary of his
journey. To this er, the poposed senice dlows to keep
track of al the user movements and have them disdayed on
the mep of the visited pace. Moeover, the spport for RFID
allows to access likely-tdbe-soon-avddble tourist
information staed in RFID tags attachedto monuments and
art-pieces. Fron the diary persgective, this allows to stoe the
visited art-pieces’ locaion together with their description on
the journey map. The W4 model can acommodate anumber
of interesting queries inthis scerario. A first query allows b
retrieve information abait RFID tags being read

We implenented this as a stic query that the agnt asks
cyclicaly to the local cache fotuple smace (recall hat te
RFID agent isthe ane in charge d readng nearly tagsand
represen them in W4 format). If a tag isfound, its content
(propelly parsed and erriched with Webretrieved
information) is used to create a KML pacenark that wil be
dispayedin the wser intefface (see . 3). It is worth noticing
that data coming from sersor network could be accesed viaa
similar W4 query.

Another senice we realized for the journey map application
allows an agert to recover user pas locations from the Wald
tuple space.This senice could be wseful to review a past tour
ard check the daceswhere the wser has been The assoiated
W4 guery canbe expressedn the form:

Who: user.Galriella
What:; *

Where: *

When: yesteray

Who: rfid:*
What: *

Where: lonY, latX
When: now
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Similarly as before, we inplemented this ®rvice as astaic
query. The agert queries e Wald tuple space, retriees aiist
of past GPS traces dmdsplays as &ML- ploylinein the user
interface ig 5).

|| Statue: Ludovico Ariosto

who: Statue, Ludovico Ariosto

what: Statue of Ludovico Ariosto in Regaio Emilia.

Ludovico &riosto (September 8, 1474 - July 6,
1533) was an talian poet, author of the epic poem
Orlando Furioso (1516)

106302227 5745365 44 7013001 3554432,0
27T 2008 15:30:04

ftinerari: Arriva aui - Parti da gul

Figure 3. (top) The RFID-reader embedded ina glove
allows to identify tagged objecs. (bdtom) RFID tags
becanesplacemark with Web-retrieved information in the
GIS sdtware.
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Figure 4. GUI showing user’s pastGPStrces

B. The People Map

A user equipped with a GPS avice candecide toshare hs
location with other users and, analogaudy, he may wish to be
awaee of the location of othersusers. For exanple,a goup of
friends can share their actal GPS I@aions (representedas
knowledge atons) with eachother. This carhappen ether by
uploading knowledge atoms to the World repository, or by
exchanging themin ad-hoc way ard staing themin the local
tuple space cade only. Either way, colleced knowledge
atoms can be usedto display users’ locaions on real-time a
map (which, by the way, can highlight other interesting Web-
retrieved information for the goup, such as nuseuns or bar,
depending on the gecific interests ofthe group). It is finally
worth noticing that aur current implementation of the sewice
deal with pivacy by leavng up to the individual user to
decide whether to: share its position or nd (and with which
acarracy), make it availabe aly to a resticted group of
users, or to make it pubicly available but only in an
anonymous way.

The W4 model canaccanmodate the sone relevantasks with
the fdlowing query

Who: user:*

What: workspervasive computing group
Where: *

When: now

In addition, using the W4 model, we developed an advanced
interface toerale locationdependert queries. A ser canuse
the “Who", “What", “Where” and “Wher’ fields to
dynamically compose queries ad to ak informaton alout
local fact ard “things’ (e.g., “Find dl restauarts within 500
meters”) and get in arswer he \visualizaion at te corect
location (i.e., in the form of Google Earth/ Goagle Maps
placenarks) of al that is faund matching the query. Since te
answerto alocationdependert query is basd on the location
of the mobile users the resuts of thee queries dyramically
charge as the wers charge their locationin context-aware
fashon. The query interface lets tk user chaose the number
of urknown fields, paentially the wser canaccesgo the whole
atom knowledce letting all the fields set to “a”.
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In the past few yars, seeral nmodels addessingcontexual
information and oontext-awae senices have been
investigated, and several infrastructure approaching -- to
same extent — our concept of “browsing the world” have been
proposed In this sectbn, we discuss and compare with ours
some relevent proposals in trese area.

A. Related Context Models

Existing researcles on models br context-awareinformation
try to create highlevel and gereral-purpose context
represertaton to be easilyqueried.

First waks by Schnidt et al.[SChATT®] corcertrate on the
acquisition of context daa from sensors and the processing of
this raw data through alayeredmodel. Similarly, the GContext
Toolkit [DeyAS9®] focuses yon deriving contex from raw

RELATED WORKS




data ly providing abstract conponent that can be comecid
togeher to capture and process the daa from sensors.
Although powerful, in our opinion, these approaches lacks of
a conmon senantic to descibe tre data This force
developers to build nev query languages depending on he
kind of information at tand. On the contrary the W4 model
provides a common senantic to deal with multiple corext
informationin a cderent way.

We focuses pon dewelop a context nmodel tat canbe easy
queried The pioneerirg work in this area & by Schilistet d.
[SchAW94], who proposed a smple context model in which
informationaremaintained by a set of ervironmenrts variables.
Analogously, Heniicksen et al. in [Hen R02] aralyze conext
addng the temporal aspect information imperfectian, vatous
represematon and high interrelation However this aproach
leads to a long list of all characteristcs of cortext, lacking in
simplicity.

Others auttors wse gructured context models astuple space.
In mobile conputing sevedal systens swh as
MARS[CabLZ00] and LIME[MurPRO]1] use the noton of
reactive programming for shared unstuctured tuple spaces.
The Context Fabic' s fundamental abstacion is the
InfoSpace [Hmg02]. Each hfoSpace is a contex tuple
descibing a sirgle piece & context data interns o ertities
(peofde, place, hing), atributes (e.g the name) and
relaionship, special kinds of attributes tkat points to other
entiies. That approach doesrit addes the tenporal
dimension of context. Egospaces [JulR02] provides a
structured notion of context as nane-value pdrs in a Linda
like tuple space. Huppaces addbsses contex-aware
programming in Ad-Hoc environments populated of agents by
proposing an egocentic notion of contex, i.e. every agent
hods a peronal repgesettaton of the wald - that
represefation is calledview. That approachis relaied to our
appoach with whom we slare tke idea of a structured
represemtaton of the coitext, however it is nd corcise
becawe equires multiple tuges torepresen a context piece.
Indeedwe don’'t have an e@ceriric notion of contex.

Charg Xu etal. in [XuC05] propose a nodel vely similar to
our approach It corsists in a seen-field data strature that
manage the description of the cotext. The fields are:subject
predicateobject, ime, area, certaintyfresiness, with similar
meaning © W4. Beyond the field meaning, the purpose is
different: their context model is not for browsing the woid
apgication Similar consideratiors apply for the system
described in  [BraHCNOG6]: it desaibes RFID tags with the
who-whatwherewhen structure. THs appoachis relatedto
ou with whom we stare the idea of merging same
information from different saurces, e.gthe id from the tag
with location from GPS orsubject from the Webh. However
it's nat ageneral nodel, since it isapplied only to RFID tag.

B. Related Infrastructures

It is clearthata generalinfrastrictures for browsing the wold
does rot exist. Newertheless, there exist segral aplication-
specifc infrastructure and services which can shov the
importance d the problem. Same streans of works is smply
based on repeenting Web information overlaid ©
geographical maps [But06, Rou(b]. Examples include
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represertatons of avian-flu-outbreak reports
[declarbutler.info/Flumapsl/avianflu.html], celebity
sightings [www.gawker.car/stalker], real estate nformation
[www.forsalebyownercener.comgoogle-earthfeal-
estate.aspx], and videogames [www.findskullisland.com].
Locationbased services are ratural cardidates to uwse the
power of novel GIS g/stens. A suvey of novel tods  create
location-based senices is peseted in [HarK05]. The
presentedsystens combine GPSdata, Web-seach emines
and GIS tools o retrieve ard visualize sewvices ona location
basis. One sysem for exanple, cowverts GPSdata ino street
address by exploiting a stndad geo-coding service
(www.mapquest.can/featues/main.adp?age=geaode). The
addressis then used to refine a seach query sibmitted to a
Web-seach ergine. Fnaly, the esuts ae audomatically
displayed on a GIS ol. More dynamic applications combine
cadlaborative techrologies €.g., blays and wiki) to GIS tods.
MapWiki [TerK0g], for exanple, is a Wiki collaborative
ervironment where all the catterts ae located @ a nep. The
contents canbe edted amd moved acress tte mep and
accesed m a locaion basis. Sinilarly, the Saialight sdftware
(socialight.cam) allows a userto leawe virtual Post-it notes,
called sticky shadows, n specffic sites arand a city. The
application checks the user atual coardinates with the note
geospatial datalase andetrieves natching cortent.

In our opinion, al the aowve projects represents promising
starting ponts of a future in which a wide range of
information will be propely conveyed by novel GIS services.
However, most of the albve researcles are sgcial purpose
ard lack of a gerral arclitectue to manage ard integate
pervasive, Web ard GIS data. Fathernore, in ogposition at
our user-certric vision, their aim is to produce a cetralized
view d the world.

Other waks cacenedsystens chaacterized lp the preserce
of exploratory users and a surournding environment. Users
move forward the ervironment and access riformation
exploiting differen type of embedded sersors. Exanple o
this systens ae TinyLime [CuGGO05] ard all thee systenof
world browsing like the system proposd in the past by our
group [MamQZzZ06]. TinyLime is a middlewae far wireless
sensor networks that departsfromthe tradtional seting where
sensor data is cthectedby a central monitoring staton, and
erales instead multiple mobile monitoring statiorns to access
the sen®rs in their proximity ard share the collected data
through wireless links. This contex-aware seihg is
demanded by applications where te seisors are spre and
possibly isolated, and where on-site, location-dependent data
cdlection is required. An extension of the LIME middleware
for mobile ad hoc neworks, TinyLime makes sensor data
available trough a tupe space interface, providing the
illusion of shared memory between applicatons ard sersors.
At the same way ou group describes the design and
implementaton of a tuple-based disibuted memory realzed
with the we o RFID techmlogy. The key idea & that
everyday envronmerts wil be soon pervaded by RFID-
tagged objects. Byaccessing in a wireless wayhe e-writable
memory of such RFID tags ac®rding to atuple-basd access
model, it is possble to erforce mobile and pewasve
coordination and improve our interactions with the physical



world. From a certan point of view we can condder these
sysens as “World Browsing” systens. Neverthelesswe can
say that our new systemis certainly nore complete and
structured. These systemindeed basetheir functionality on
specifc techologies (in this casesrnvironmental sersors and
RFID tag), they aren't bagd on a well strictured stancard
context model and further they don't exploit information
coming from the Web (as our does). A further interesting
project is FLAME2008 [WeissVoG04]. Uses though their
PDA access taervices(relaied to the 2008 Olympics ganes
in Bijing) expesly fitted on their need: FLAME2008
elaboratesthemon the base ofacivities andsituatiors caried
out by the uer. The infrastricture is vely interesing, in
patticular for its use of ontologies ard appearsto be very
complete. Neverthdess we noticed that it's too bourd to a
specifc aplication field ard it does’t perform any
mechanism for generate andstae new knowledge (think at
our mecharism of generatng new knowledge atans from
performed queries inthe past) Our model is certainly more
user centric and location independent, besides it has been
developed to adapt itself to a generic context, and ebovedl, to
be fully functiorel in ary locaion with or without
infrastricture sypport.

VII. CONCLUSONS AND FUTURE WORKS

In the rext few years, lrowsing the wald will be as canmon
as talay is Wowsing the Web, andthe increasig number of
proposals aml applicatiors in this area definitely testfy this
trend Howewver, a number of challenging researchissues still
hawe to be facedto fully realize the \ision In this paper we
present a smple modd and infrastructure to hande some of
thesechallengs. Ou future resarchin this area will mainly
focuson two agects.Ontheone hand, wewill try to integrate
ontologies in our modd to improve its expressiveness and
flexibility. In particular, ontologies will allow more semantic
forms d patternmatching. Onthe aher hand, we will try to
go further thanthe curent flat knowledge atom represenation
and link knowledge atoms in suitable knowledge networks
adlowing abeter and nore semantic navigation of context
information

REFERENCES

[BraHCNO6] J. Bravo, R. Havas G. Chavira ,S. Naa, "Modeling Contexts

by RFID-SensorFusion, permmw, pp. 30-34, Fourth Annual

IEEE Interndional Confererce on Pevasive @mputing and

Conmmunications Workshops (PERCOMW'06 ), 2006.

D. Butler, “Virtual Globe: the Web-Wide World”, Nature,

439776-778,Feb 206.

[CabLZ00] Giacoro Cabiri, Letizia Lemardi, Franco Zarhonelli, MARS: A

Progranmable Coordination Achitecture for Mobile Agents,

IEEE Intemet Conputing, v.4 n4, p.26-35, dily 2000.

G. Castelli, A. Rosi, M Mamei, F. Zanbonelli, “Browsing the

World: Bridging Pavasive Conputing and tke Web”, 2nd

International Workshp on Ubiquitous Information Sytens,

Munste (D), September 2006.

[ChoKO03] C:Y. Chong, S. P. Kumar, “Sen®r Networks Evolution,
opportunities, and chllenges”, Proceédgs d the IEEE,
91(8):1247-1256,Aug. 2003.

[CuGGO05] C.Curino, M. Giani, M. Giorgdta, A. Giusti, A.L. Murphy,
G.Picco: “Mobile Data Colledion in Senso Networks: The
TinyLIME Middleware”; Dip. d Elettronica e Informaziore,

[But06]

[Cas06]

40

Politecnicodi Milano, Italy ard Deg. of Informatics, University

of Lugaro, Switzerland.

G. Cwola, G. P.Picco, 'PegWare: Core Middleware Support

for Peer-To-Peer ah Mobile Systens", Technical report

available at the UR: http://peerware.sourcefge.ret/

[DeyAS99] Anind K. Dey, Gregory D. Abowd, Daniel Salter. A Context-
Based Infastructure ér Srart Environments Procedings of the
1st Intenational Worksh@ on Managing hteractions in Swmrt
Environnents Dublin, Ireland, Dec 1999.

[CugP]

[Esp01] F. Espinoza P. Passon, A. Sandin,H. Nystrom E. Ceacdatore
M. Bylund, "GeoNotes: Social and Navigational Aspects of
Location-Basd Information Systens’, Interndional Canferene
on Ubiquitous Computing, Atlanta(GE), 200L.

[HarK05] R. Hariharan, J. Krumm, E. Horvitz, "Web-Enhanced GPS",

Internationa Workshop onLocation and ContextAwareness,
Munich (DE), 2005.

[HeylR02] K. Henricksen , J.Indulska , A. R&otorirainy, Modding Context
Informationin Pervasive Copting Systens, Proceedigs d the
First Internatimal Conkrenceon Pervasive ©@mputing, p167-
180, August 26-282002.

[Hong02] Hong. J. I., “The Context Fahkic: An Infrastructure for Context-
Aware Corrputing.”, Proc CHI 2002

[JulRO2] C. Juien , G. Poman, Egacentriccontex-awae progranming in ad
hoc nobile ewironments, Procedings of the 10th ACM
SIGSOFT symposiumon Fownddions of software enginering,
November 18-22,2002, Chaleston,Sauth Caroling USA.

[MamQZz06] M. Mamei, R. Quagliet, F. Zanbonelli, “Making Tuple Spaces

Physical with RFID Tags”, ACM Symposium on Applied

Corrputing, Dijon, FR, April 2006.

C. Maswmlo, L. Capra W. Enmmerich, “An XML basd

Middleware fr Pee-to-Peer Canputing”, 1st EEE Internatiowl

Confaence of Pee-to-Pea Conputing, Linkoping (S),2001.

[MurPRO1] Murphy A. L., Pico G. P, and Ronan G.-C.,, “Lime: A
middlewae for physical and logical nobility.” In Proc. ofthe
21st ht'l. Conf. on Digributed Conputing Systems, pages524—
533, 2001.

[Rou05]W. Roush“Killer M aps”, Tedinology Review, 11 Sépmber2005

[Sat05] I. Satoh, A Location Model ér Pervasive @Gmputing Environnents”,
3rd Interngional Confeence on Pevasive Computing and
Conmunicdions, IEEE CS Pres, pp. 215-221, March 2005.

[SChATT99] A. Scmidt , K. A. Aidoo , A. Takaluoma, U. Twomela, K. Van
Laerhoven, W. Van de \elde, Advancel Interadion in Context,
Proedlings of the Ifsinternational symosiumonHancdheldand
Ubiquitous Conputing, p.89-101, Septenber 27-29, 1999,
Karlsruhe, Gernany.

[SchAW94] B. Schilit, N. Adans, amd R Want. Cortext-awarecomnputing
applications. In IEEE Workshopon Mobile Conputing Systens
and Applications, 199.

[Terk06] Y. Teransh, J. Kamahara, S. Shinojo, “MapWiki: A Ubiquitous
Collaboraton Environnment on Stared Maps”, 6thriternatioral
Symposium on Applications and the InternetWorkshops,
Phoenix (AZ), 2006

[Wan06] R. Want, “An Introdudion to RFD Technology’,
Pervasive Coputing,5(1):25-33, 20®.

[WeissVoG04] N. WeiRerberg, A. Voisard, Rudiger Gartmann, “Using
Ontdogies in Persomlized Mobile Apfications”, GIS'04,
November 12-13,2004, Washington,DC, USA.

[XuC05] Chang Xu, S.C. Cheaung, Inconsisteicy deedion and reolution for
context-aware mddleware sipport, ACM SIGSOFT Sdtware
Engineeing Notes, v.30 n5, Septenber2005.

[MasCEOT|

IEEE



Mechanisms of Self-@anization in Pervasive
Computing

Nicola Bicocchi, Maco Mamei, Frarco Zambonelli

Abstract—The mass deploynent of sensos and pervasive
computing sysems expected inthe next few years, will require
novel approachesto program and gather information from such
systems. Suitable approaches will be general purpose,
indepencent of a pecific scenaio and sersor deployment, ard
able to adapt autonomically to different scaks and to a number
of unforesen d¢rcumstances This paper focuses on the
requirements and issues of upcoming pervasive computing
scenario, and surveys current research intiatives to deal with
them. In particular researches addressng data retrieval and
aggregation, macro-programming and data integration in
pervasve conputing infrastructures will be detaled. Overall, the
paper illustrates our ideas on collectng information from both
sensor systems and Web resourcesand on linking them together
in overlay knowledge netwrk offering applications
comprehendve and understandable information about their
computational environment.

Index Terms—Pervadve conputing, Sensor network, RFID
tags Self-organization.

I. INTRODUCTION

I n the rear fiture, canputer-based systens will be
embedled in all our everyday objectsand in our everyday
ervironments. These gstens will be typically
communication eralded, am camble of coordinating with
eah other in the caitex of complex mobile distibuted
apgicatiors.
Currert realzations of swch scearios, mainly in researcHabs,
focus on special purpose systens, taibred for a 9Pecific
apdication task This specialzation comes rather directly
from the exremely limited capalilities d pervasive devices,
thatimpose to rle out arcillary ard genera properties for the
sake of optimization. In sensor neawork scenarios, for
exanple, in order 1 be conpliant with the thin batterybudget
of each sersor, applicationsrely on special purpose algorithms
tailored for a specific snsors’ dedoyment ard for a gecific
setof data o be measued [WerlL06].
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In our opinion, swch exreme specidization is trarsitory and
more general-purpose approactes ae likely to ermerge smn.
We think that future pervasive computing systens will be
general purpose and users will be ableto instdl and execute
applicatiors both on their private pervasive corputing
infrastricture (e.g., in smart home scendos), and in publicly
available ames €.g., citywide infrastuctures offering tourist
information and sevices) [JonGb,Sri06]. In our opinion, this
vision is motivated by the following considerations

1. Advances in the manufacturing of pevasive computing
devices €.g., wireless ensors) will dramaticaly increase
their performance, mth in terms of computational
capbilities aml erergy resaurces [Chu06].

2.Advances in enepgy-optimized and resaurce-gotimized
algaithms will provide efficient mecharsms to perform a
number of basic services (e.g., rauting), thuslowering the
“resource-constiat-pressue” even further [Jon01]

3. Specialzation hinders apgication developmert from a
sdtware emineerirg point of view. To create coplex,
dynamic ard flexible sewices, it is nandatory to rely on
gener-purpose Dftware infrastrictures faciitating the
programming task [Zam04].

All the alove cmsiceratiors show that geeralpurpose
pervasive g/sters will be feasble in the next future, ard will
be required to ofer advanced flexible, robust and
custamizahle sewices.

Given the extenme hetergeneity of future pewasve
computing systens, their inherent dynarmism amd — most
importartly — the incredble anmount of data hey will be able
to produce, aplicatiors will have to autcomously ada their
behavior to differert circumstances raging from the sca¢ o
the pervasive retwork, to the quartity and grandarity of
information that will be availalte.

To achieve swch a flexiblity, applications will have to be
highly context-aware(to understam and mearingfully interact
with their environmert) and to this erd, they will needto
acces poperly repreentedcontextual information.

In this direction, a number of recert researclestry to represent
contextual informaton by relying on overday knowledge
networks [Jel®6, ManzZ05 NagM04, Zam04]. Overay
knowedge neworks can be regarded as distributed deta
structures encaling specific asgcts of the application
components’ operational ervironment. Ovelday knowledge
networks are easilyaccesible by the conponents am provide
eay-to-use context information (.e., the woerlays are
specifically conceived to support their access ah fruition).



The strength of these ovelay knowledge networks is that they
canbe accessegiecewse asthe application components \isit
different placesof the distributed ervironment. This lets the
components to access theight information at the right
location.

From our pergective, “chssc” overday networks such as
spaming tree and mesh data strictures (i.e., outing
distributed data stratures providing camponens with a
suitabe application-specific view d the network) are
patticular exanples of the nore gereral caocef of overday
knowledge naworks [Jel05, IntGO0, MadF02].

Overlay data stretures seh as felds and gradents
[Mamz05], usd in a number of macro-programming
mechanisns [HadVi06, Nag\04], are anther exanple of
overlay knowedge network.

This paper is devoted to the above conoepts and its main
contribution is twofold:

1.We will better illustrate the sceario of general purpose
pervasive computing slowing its evdution and
highlighting requirements and issues. In paticular, we will
discus how considering the systemas composed of a
“continuum” of sersors anddevices,rather thana discrete
collection of them, may provide useful ideas and
abstractiors to deal wih gener purpose pevasive
computing scenarios.

2. We will survey curert researchinitiatives ajplying overay
knowledge retworks to seweral adonomic ard self
organizing pervasive computing gplications In particular,
we will discuss how overlay knowledge neworks could be
sutabe to the generd scerario depicted atove. By mears
of this suwvey, we will preset how different research
fields, ranging from data mining to distributed systens, are
beginning to merge andcornplement each ther toprovide
viable sdutions to these nwel scerarios.

The res of this paper will be organizedasfollows. Section2
detaik the ypcoming scenaio of pewasve conputing and
sen®r networks, ard illustrates tte curent shift from special-
purpose and single-owner system, to gnera-purpose and
public pewvadve infrastrictures. Section 3 disclssesissLes
and currert approachesto program ard gatter information
from pervasive distributed systers. In particular, it
emphasizes the important role of overlay knowledge network
in the mejority of the poposals. Finally, Section4 concludes
the paper presentilg same future researchaverues in this aea.

Il. SCENARIO

As pointed out in the introduction, pervasive conputing
scenaios are noving toward gereralpurpose ard widely
available infastiuctures that wil enable a wide rarge of novel
apdicatiors. In this section we ae gang to pesent the carent
seting dof the scenaro ard its pasilde future ewolution.

A. Current Setting

Reent advarces in manufactuing and  wireless
communication are kadng to the vision of pewasive and
ubiquitous computing [But06, JonG05, Si06]. The following

tecmologies, currertly widespreadin researchlabs and likely
to impact soon the real wald, are the workhorses of this
vision:

1. Sensor networks corsist of severl micro sersors scattered
acrassan envronmert that cdlect envronmertal data (e.g.
saund and temperature), poces data (e.g., conpute
average and aggegate vales) anl wirelesslytransnit such
data to otrer seisors orbase stabns. The wirelesssersor
networks of the nearfuture are ewisioned to corsist of
hundreds to thousands d inexpensive wireless nodes, each
with some conputational power and sensing capbility,
operating in an unatterded mode. They ae intended for a
broad range of environmental sensng applications from
vehicle fracking to halitat monitoring. The hardware
techrologies for these mtworks (low caost procesors,
miniature sersing and radio modules) are available today,
with further improvements in cog ard capaliities
expectedwithin the rext decae [WerlL0g].

2.Radio Frequency ldentification (RFID) tags are snall
wireless rado transeiers that can be attached
unobtrusively to objects as small as a watch or a
toothbrush. Tags are extrenely cheap andbattery-fee.
Thus, they donot have power-exhaugion problems. Each
tag is narked with aunique idertifier and providedwith a
tiny memory allowing to stae dota. Sutade devices,
called RFID readrsaccessRFID tags by rado for read or
write operatiors. The tags respnd or stoe data
accadingly usng power scaerged from the signal
coming from the RFID readr [Warn06, Mamz05]. For
exanple, amobile device detecing tagged objectsneatby
canbuild a sat of databaseof the dyjectsavailable. This
could have sewral aplications in invertory ard ware
house management [LegT06].

In our opinion, these relaively sttic and had-coded
applications will be soon @mplemented by much more
dynamic ones that will leverage sensors and RFID tags as a
general, publicly-available infrastucture to “interface” wit
the physica world. Sensor daa and RFID tags will be
accesedby hardheld devices wecarly on evelyday ard will
provide us with information such as crowded pubs nearby,
dynamicaly-computed bus time téles andcugomized and
useful information about objects and poduds arourd
[ManQZz06, CurG05, Bor05, NaR06]. Fa exanple, RFID
tags will possbly host scripts that will enableto tell how the
daain it shoud be handed. This can enable forms o parasitic
computing (the scrip is exected whena reader in range
powes up the tag) [Rie06]. In addition, RFID tags can be
coupled with sensors. A reader can power up the sensor that
takes a neasue ard returns it to the readeffWan04].

3. Localization techndogies are ley erabers for pewasve
computing apgdicatiors. Sewral nechanisms and
technobgies arecurrenty propogd bothfor outdoor and
indoor localization [HigB01, Sat03. Location in the
physical world remains the primary contexual information
for almost all pervasive conputing apgications

4. The Web. Given the ewr improving coverage and
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bandwidth of wireless neéwork technologies, dl kind of
application scenarios could benefit from the ewer
increasiry information awailable on the Web For exanple,
it is posside can find information abaut the snall shop
round the corner ard discover the nenu ard the price Ist
of that nice restaart you hawe seen in thatittle \illage a
few days ag. Stll, the Web is missirg connection with
the physical world ard with your actual physicallocation.
So that a query as simle swch as“where isthe closest
Chinese resurant?’ is samething that curent Web camot
arswer satsfactoiily. There isalot of work in this kind of
location-based senices, but sill some general purpose
architecture to implement the idea is nissing [EspOl,
Eadgds, HarkK03.

On the bass of the albove cadderatins, fuure pewasive
infrastrictures will be hosting sewral sewices aml will
integrate data rfom various saurces, ranging from RFID,
sensor neworks and Web resaurces (®e Fig. 1). Usersin this
scenaio, will be ade to access- via a umber of handheld
and wearalle devices — several senices dspersed in the
environment.

e Userscould query, eitherdirectly or via a poper base
station, ®nsors in the environment to ge various
information such astraffic reports, weaher canditions, and
ervironmental paameters €.g., tenperatue, light-
condition) [Bal06, Si06].

¢ Users could join profile matching sevices and gplications
Profile matching goplications condst of a sensor network
composed of the smart-phones o the persons joining the
application (note that a Bluetooth phone can be easiy
regamded as awireless sesor, in that it canprovide various
daa to other devices around). Such sensors will monitor
their surounding ervironment looking for neaby
“compatible’ pasonsand notify their users upon positive
matches. [Eag05.

e Users could benefit of a number of automated pervasive
sewices to camplete ecamomic transacton ard acqlre
informaton. For exanmple, RFID allows tke vision of
casherfree rtallers where a user just entersa retailer,
takes what he need and when exiting RFID reades
installed at the retaier door read he itens beingtakenand
charge the cugomer credit card accadingly. RFID cauld
also allow to stae informaton where they will be most
useful. For example, information on gods and products
could bestored in RFID tags stuck at that product [Bor05,
NatR0O6].

e Users cold canplement and integate allthe abae data
ard information by mears of sutade Web resairces. Fo
example, a sensor ndwork detecting some kind of
polluting agen could integate cdlecteddata with a mep
showing nearly industrial implarts to dscover possible
causes of the pollution, or in a map showing natura
resenes topredict dangerous effects[JRDMS]. Smilarly,
a goup of friends calld decide o share with each otler
their actual GPS lcaions, and to disday them on a map
which highlights pubs and bars (coming from Web-based
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yellow pages) [Cas06].

Base Slauo\ ‘/335(9 Station RFID Reader
I

’

Figure 1. Generd pervasve architecture

B. FutureVision

The techndogies described above could lead, in the next
future, to a sceario in which sersors, actwators, memory and
computatonal infrastuctues wil seanlessly wrap the real
world. This will allow to cadlect aml handle data coming from
an unpredictable nunmbe of devices (®nsors and Web
resaurces) that wil produce a sat of eniiched percegion of
the world. With swh an infragructue in place, sesral
interesting apdications in which users will be aHbe to
perceive the wod beyad their five senss, will becane
feasible. Fo exanple, while walkng on a street, it will be
posside to perceive(i.e., ¢gt real-time information) on how
much the resaurants rearly a cravded In a simlar way, it
will be always possible to “serse” where fiends andrelaives
are located, s@s to arange for meetingonthe 1y.

From our perspectiw, there ae twomain streans of research
fueling thisvision:

1. Novel approactes ae reededto provide human users and
applicaton corrponents with “extra-sersoty” information
without overloading their coguitive capahlities With
regard to human users reseach on wearalte canputer is
developing mecharisms to enalle a peson to see (by
mears of sutable seethrough visors) conputer-generated
images overlaid to the plysical world. Swch images can
augment the word by providing additiond information
[Dan0g]. For exanple, theycoud show directiors overaid
to the actual environment, or provide persona information
overaid to the person we ae actuallytalking with. With
regard to appliaion conponents, sitiable software
infrastucturesare neededto represer cortext information
in a way that wil be easy for the camponents ©
understand and use [MamZz05].

2.1t is fundamental to actudly sore and manage that
information at the infrastructure level. Reseah on RFID
tags and sensors infrastructures, is a promising approach
(complementary to the pevious one) leadng to this vision
In this cantext, the dea is to stoe ard later retieve
information in the RFID tags and sensass that ae likely to



populate (ard satuate) arr physical environmert. Such an
infragructure coud be used to errich the world with
context informaton that coud be retrieved propery
[MamQz0g. For exanple, the nfrastricture would allow
to stare “virtual” post-it notesacross an environmert to be
foundlater on

It is rather clearthat sich a vision implies a huge anount of

information and data pevadng the physicalworld that (given

its scale) requires novel methodologies to be dealt with. In our
opinion, a paradigm leading to the development of prope

methodologies, in this context, could be based on the

“continuum” abgraction [BeaB®]. Following this agproach
the systemis designed having in mind a continuum of data
souces (ather than a discrete network of devices)and sothe

abstacion being realizd have to scaled an abitrary number

of devices. Of courseto deal wih swch kind of large scale
sysens, auonomic ard sef-organizaton principles are
neeckd [Dob07]. This is becawse nmanaging the systemat a

fine-grainedscak and addressng individual componerts wil |

not be feasibe (with the corinuum abstraction in mind, the

very concept of individud component tend to vanish), and so

autchomic and self-organzaton mechaimsms — where
individual comporents manage themselves -- have to be
introduced.

In paticular, we ewision an architectue, like the one

depicted in Fig. 2. There, a courtless number of sensors

(wireless mote sensors, RFID, smart phones, and yet-to-come

devices) enich the wald with digital information. This layer
(representedasthe tottom layer in Fig 2) will be constituted

by a huge number of heterogeneousand dynamically varying

devices. Tle cita at this basc lewel is at he finest possible
grandarity, and becawseof thatwill be hadly manageable and
undestandable by application components (i.e.,, too much

data, too garse knowledge.

Overlay krowledge retworks ae distrituted data structures
encaling specific aspects fo the aplication conponens

operatimal ervironment. Owerlay knowledge networks are
easly accessite by the canponents ard provide easy-teuse
context information [MamzZ05]. These overday knowledge

networks come into play to organize the dataof the bottom

layer into higherdevel and more senantically expressve

corcefds. An exanple d this idea wald be an overday

knowledge network that aggregates the daa produced in a
region of the undelying nework to offer application

components a sinde agregated value (e.g., the averag)

representing the whole region. In other words, daa produced

by the ottom sen®rs canbe aggregatedat different lewel of

abstacions. This aggregation produce discretedataelenrents

eat one managing portions of the cortinuum sersor space.
Thee elenerts o the overday knowledge network are
represetted in the higher layers of Fig. 2 and the upward

arrows represelt the processof creatinghigher-level concepts

from low-level sesors.

This yward direcion is not the only possble. In sewral
situation, overlay krowledge network needto integate and
contextualize high-level concefds to a lower layer sing sersor

data. This itegration is repesentedby the ottomward arrows

inFig. 2.
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The resuting scemrio is that ¢ a Herarchy of an arhitrary
number of overlays represerting context information at
different level of granularity Applicaion conponents,
depending on their task, d@cide at which levelto corsider the
context. Lowerdevel information will be aggregatedto the
proper level of abstraction. Highe-level information will be
possildy contextualized to that level, ard all this information
will be integrated together in coherent view supporting
application tasks.

Although the abowve description is a the level of modeling,
arnd data aggregation, catextualizaton and integation
mechanisns could be realized via whatewer approach in
pracice the nodel easily sypport a herarchical arclitectue
where hgherdevel senerscalect ard provide data ata cettain
level of grandarity. Adopting this viewpoint, at te top level
of Fig. 2, we haw globally accessite Interret sewer
providing worldwide aggregated information At the lower
layers there are seners poviding more and more specific
data (e.qg, stde-wide, city-wide, kuilding-wide cata). At the
bottom-layer there are the imividual sensors offering
extremely localized— but extremely detailed ard up-to-date --
information.

Whatewer the achitectue, in order to realze the cancepual
model in Fig. 2, t will be fundanenta to rely on self-
organizaion and autaomic principles. h fact, to guarantee
robustness and saability, the overlay knowledge nework
will hawe to maintain its ccherercy degite network glitches,
sensors failures, tle adlition ard renoval of pat of
knowledge and other kind of contingendies.

Continuous pervasive network

Data is gathered and
perceived at the right
level of abstraction

aggragated at the right
level of abstraction

Figure 2. Continuum pervasive network with an arbitrary
number of overlays describing cotext at different
granularity

I1l. 1ssuss AND CURRENT APPROACHES

Sewral rew techologies aml mechanisms are neeced D
fulfill the alove vision ard to create geeral pupose
pervasive applicatons In patticular, we thik that the main
challenge is to provide applicatiors with sutade overay



knowledge networks to gather, understand and exploit context
information at the proper level of abstacion for their
apdication task If a sutable cotex-representation is
available, d&ten the application task becanes easy, since
apdication components see keaty from their context how to
achiewethe task [Mamz05].

From our persgective, there are thee nain researchfields that
are fruitfully tacKing the abwe problems by exgdoiting
overlay knowledge networks.

1. Data Retrieval and Aggregation comprises a number of
researcles tying to get cita from a dstributed sesors in
an efficient way. In this cmtex, overlay knowledge
networks areusedto create lhe rauting stuctures tocallect
ard agyregate chta.

2.Macro Programming deals with programming a
distributed system withou explicitly deining sngle
ertities acivities, hut letting a compiler or a distributed
middleware to translate high-level task into individual
componert activitiesin an auomatic way. In this cortext,
overay knowledge netwoks are wsed tocreateregions and
areas in a distributed systerm alowing to sutaly
differertiate application executiondisregarding individual
componerts’ activities.

3.Data Integration allows to integrate data from various
saurces (Web senices and pervasive seisors) to offer
application conponens an all-ewompassig view d the
operationa ernvironmert (context). In this catext, overday
knowledge retworks are used to actually repesent he
integrated view that will be provided to application
componerts.

In the rext subsections we will presenta suvey of current
reseach initiatives in these aeas, sbwing also how the
differen areas thenselves complements ae andher and
pursue from differernt persgective the samultimate gals.

A. Data Aggregation and Retrieval

The main god of a sensor nework (and d the mgority of
pervasve camputing systerns) is to cdlect datafrom the
environment and to sutady presen the data to application
components. For this reasm seeral esearcles try todevise
mechanism to retrieve, cdlect and possily aggregate data
form a sensor nework. The most common approach to collect
data fom the netwrk consists in degoying data collecta
(i.e., sink) nodes which siwbscribe to some type of daaflowing
from sensing nodesabout sone patticular pferomera. Once a
datacadllector is registered to the netwd, eachnode startsto
periodicdly serd data to it. For example there may be a sink
interestedin receiving data from a particular regon “A”
between 2m ard 6pm if the tenperatue in that zone exceed
50°. Eachday, dirring the selectedtime frame, sensa's which
detect terperatuesover the selected thashold will serd data
to the sirk. This is the sinplest psside appoachto retrieve
databut hassewral dsadrantages.Iln general sirce dfferent
sen®r nodes detect ie sane phenomenon, it is likely that
there wil be anhigh degree ofredundancy in the data flowing
to the sink from different sources Moreover each node
located between a source and sink has to sperd erergy to
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route he message toward the @stination. When comparedto
local procesing of data, wieless trarsmission is exremely
expensve. Reseahers at the Universty of Caifornia,
edimate that sewling a sirgle hit over radio is at least tree
orders of magnitude more e)pensive thanexecuing a sirgle
instruction [ShrPM4]. Last but nat least, this approach is very
sengtive to readng erors andsersors fauts. If a rode, broken
or malicious, produces Bke data, there isno sraightforward
way b filter it out.

To overcome the almve poblems, in-network filtering,
processing and aygregation techniques can be used to
conserve the scace erergy resarces ad improve data
qudity. From the information sink point of view in network
data agregaton has two main adwentages. The first one
consist on a reduction of the pdentially overwhelming data
streams produced by the sensors. The second one due to the
activity of filtering andprocessing, is to reduce the cormplexity
ard the anount of data gathered leting further analysismore
manageable. Probably, duiing the next few years, dueto the
increase b the sizeand dendty of sersor netwoks these
advantages will quickly becone deteminart and every
applicationwill use sane mechanisns where same sat of “in
network” aggregaton will be implementednatively.

=

Figure 3. A spanning treeis created in the senso network
to route the collected da& to a root node.

The work described in [JEl05] distinguishes reactive and
proactive protocols for computing aggregate functions in a
sensor network.

¢ Reactive protocols try to respond on demand to queies
injectedby nodes If thearsweris found in same regon of
the retwork, it is routed directly to the isser rmode (see
Fig. 3). Exanples d this agproachare well described in
[INtGOO0, MadF02].

e Proactive protocols continucudy provide aggregated data
usng some function and am to diffuse meaningful values
on ewery nodes in the netwaks in an adagtive way (see
Fig. 4). “Adaptive” meansthat if sensed values change
over time, the autput of the aborithm should track
variations reasmably quickly. Proactive potocols are
often useful when aggregation is used as a building block
for completely decemralized sdutions to complex tasks
[Jel05].



The above computaton of aggegate functions is a key
building block for many appications. Infact, aggregate data
can be regrded asa sinplified view of the components
operatimal environmert. Corrponents nay find simpler to
acess the aggregatevaue ratker thandistill the individual
sen®r readngs.

Same exanples d most wsed aggregatedvalues ae network
size average load, average ugime, location and desciption of
hot spots, am soon. Local accesgo global information is
often very useful, if not indispensable for building
apgicatiors that arerobust ard adaptive. For exanple a fre
alam  system has to trigger an alarm if the awrage
temperature indde a building exceeda cetain threstold or a
distributed storage system has to know the overall free spce
over various device bebre processig a write() reques. To
reachthe goal of alocal access to glml network featueswe
hawe mainly two choices.

e The first one congsts of gahering on some sinks all the
(agoregatedon not) sersor readngs. After thatwe hae to
diffuse the dobal aggregated values into the overall
network. This gpproach is smple and graightforward but
has seweral ®rious limitations. The main one is the par
scalallity. In fact asthe netwok size gows, the anount
of daa that the sink has to manage become quickly
overwhelming.

e On the aher side we can se gossip based aggegations
methods [JXl05]. Using this kind of algorithm local sensor
readings are not ® be convogdto asink, butcan say on
sensors. The core of these protoools is a simple gossip-
based communication sheme in which each node
peiodicaly sdects some othe random node to
communicate with. During this canmunication the rodes
update their local approximate vaues by paforming some
aggregaton ecific ard strictly locd computaton based
on their previous appoximate vales. Ater same
iterations the locd appoximate value cawerge to the
global valle. The main adwantages of thesemethods are
that they aresimple, scalabde ard provide local accessot
global values without any additional burden.

Thelastreported featue is realy importart in our vision. In a
world full of sensors and atuaors, users will need smple
(i.e., agreqated repesenations of the aea of the network
where theywill be inmersed Using tradtional routing based
aggegation algorithm, due to theirinherent “reactive” natue,
will recuire, for each gery, the bulding of a dedicatedtree
and to wait answers from an unknown number of sensors
(which will may be very high). Instead,using gossip based
agorithm, any user will be able to get, without any additional
burdenfor the network, a sinplifiedview o the aea

In general, the resuting aggregate vale distrikuted across he
netwok becones an instanceof overlay knowledge retwork.
The overlay in factextract low level sersor readng to higher
level concepts {.e. agiregate aues)
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Figure 4. A gossip algorithms is run by nodes to agg egate
data and repart them back toan inquiring node.

In the next pargraph we biefly highlight same gereral
exanples of either reactive and proactive afjorithm
applications

Data agregation andretrieval is atthe basis o number o
relevart applicationin the catext of pervasive computing and
sensor nework. Currently the main application of sensor
networks is environmental monitoring. This application
congst of deploying a sutable number of ad hoc wireless
conneted sasors ina region.Such devicegeriodcally read
some envronmenta properties am route te acqured data
towards a base stationthat is in chage d gathering and
storing them. A good example of this kind gplication has
been deployed on a natura reserve island in front of the
Maine coast [Pol06]. There a hundred of sensors collect data
from the bids nest, nonitoring their micro cdimate. The data
being cdlected are snt over the Internet am publicly
available oerthe web

Another promising goplication, which ha nat yet been fully
developed, is object tracking. This activity consists of
recaynize and stbsequently track moving targets over a
monitored field. To achiew this tasksensas do not have
cadlect masdve ampunt of data to a certral staton for further
analysis, bu the nework have to process sensed information
and produce asimplified view of the pghysicalworld in which
the objectbeing trackedis readly visible. Ths appication has
been originally corceived in the military seting to drive
vehicles inun-trustedareas. Apromising new appoachof this
application involves multi sersory trackng. With this
mechanism the sane phenmomenon can be recanized by
mears of differert sensay inputs. For exanple, a careacling
a Hind spd in a canera retwork could be tracked wing saind
Sensors.

B. Macro Programming

A key chalenge in pevasive computing is to provide
powerful programming models to faciitate the deelopment
of gpplicationsin dynamic and heterogeneousenvironments.
One d the main conceptual difficulties is thatwe hae direct
control only on the agents’ local adivities, wthle the
application task is often expressed a the globd scale
[ZamD4]. Bridging the gap betweenlocal ard global activities
is not easy, It it is possible: dstribued algorithms for
autonomous sensor networks like the ones presented in the
previous sltbsecion hawe been proposed ard success$ully



verified, routing protocols is MANET (in which devices
coadinate to let packets fow from saurcesto destiraions)
hawe alreagy been widely used The problem is still that the
above swccessfll aproacles ae adhoc © a specific
apdicationdomain ard it is very dfficult to gereralizethem
to other scearios.

One promising researchinitiative in this direction is macro
programming. The idea is to pecify the dobal application
tasks tobe achieved anl leavirg to a corpiler or a distributed
middleware[HadMO06, Nagd2, NagM 04] the tasks d mapping
these global task into individual component activities. To
build the® languages thee are o fundamental challengs:

e devise a glha language sutable fa a relewant class of
applications

o devise a set of distributed dgorithms to map the language
into the canponent activities.

The above twotasks aimat hding from the programmer low
level detaik suchas tke heterogeneity ard the scale ofthe
underlying network.

In the last few yeas a number d reseach initiatives
addessing macio progranming have been poposedin seeral
apgdicationscemrios.

In the Amorphous Computing project [Nag02, a macro-
programming language is used to control shape formation in a
recanfigurable sheet composed of thousands of idertically-
programmed, locally-interactingrobotic agers. The desired
global shape is specified at an “alstract” levdl as a blding
condruction an a continuous sheet of pgper (i.e., origami).
This construction is thenauomeatically compiled to produce
the pogram run by the icentically-progranmed agents. The
global larguage allows b define the regons where the sheet
hasto fold, leavng to the canpiler the idertification of the
low level actionneeckdto actualy recanfigure (.e.,bend) the
robats.

Similar approachesfor the catrol of shape andmotion in a
modular robot (i.e. acadlection of simple autaomous actuato
with few degees 6 freedbm connectedwith each ¢hen hawe
been recently poposed [S©NO4, WerB06]. In these
appoachesa gldoal desciption of the stape tobe formed or
of the gait to be followed is provided to the robot, either by
represening the dape in ©me coadinate frame, or by
adopting a description funaionally specifying hav the roba
has to bend its actuaors to move. Such a globd description is
then conpiled into low level messagesand actions to drive
and ocoordinate the individual modues.

TinyDB [MadF0Z and Couga [YaoG02] provide a highdevel
SQL a XML-basedquery interface to ensor network data.
The query is expres®d by mears of a high-level language
indicating the dta to be gathered in a declaatve way. A
conpiler trarslaes the query into the low-level sersor
actvities neeckd for the creaton of the proper data cdlection
and aggregation distributed agorithms.

Spatial Programming (SP) [Bor04] is a nacro progranming
approach to program a sensor network. This approach allows
to define regions in the network adopting a highdevel
senantic. In SP, br exanple, t is posside to address(and get
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a handle to) dl the sensor in a given geographic region
(descriked e.g. by ts laftude andlongitude). A low-level
distributed middleware h thenin charge to set-ip sutable
routing structures to actely addess the proper sersors.
Abstract Regpns (AR) [NewA®4] is andher macro
programming approach to define regions in a sensor nework.
Ratrer than focusing on geographic regions like in Spatial
Programming, AR focus on néwork regions (e.g., X-hop
neighbors, s@nring tree andplarar nmeshes) A high-level
language allows to specify the netwok region, while low level
algorithm creae the acual routing structure to handle the
proper nocks.

Regment is a functional macro programming [WelN04]
language that gererdize toth the pevious appoactes.
Regment allows to define regons in the network able b
represen spetially distributed, tine-varying collecions of
node state. The programmer uses the language to express
interestin a group of nodes with sane geographic, logcal, or
topdogical relationship, such as dl nodes within k radio hops
of some archor node. A distibuted middleware is hen in
charge to nap the redons into suitabe sersor-level
coordination protocols. Similar gpproaches to define regions
in a dstribued systemaccading to spatial and functional
charaderistics have beenpresentedn [BecHM]

A more canprehersive suvey of currently proposed macio-
programming languages can befourd in [HadM06].

In general, all the eported macm-programming appoaches
uses guitable overlay knowledge networks to contol the
distributed program. In most of the propcsals, overlay
knowledgenetworks are used tefine the regions wheitbe
components activities will be dfferent. In Spatia
Programming, for exanple, theoverday knowledge network is
represened ty the data streture idertifying the region where
data stould be collectal by the application

To creae canplex, dynanic ard flexible senices, it is
mandatary to rely on gereralpurpose sdftware nfrastricture
facilitating the pogramming task. Tke ablity to program a
distributed gystem without explicitly and drectly defining
individual entites' actvities will be a fundamenal assetin
this direcion.

C. Data Integration

Penasive computing apgdications will be naturally integrated
with Web services and Interret resources Not only Web
services will be a natual technology to access peasve
applicatiors remotely, but it coud alsoprovide further context
information to the pervasive device. For exanple, seners
could get from the Internet the aerage temperatue of the
region they ae in, and conpare their sersor readngs with that
average. With this recard, we thnk that in the rext future
application will integrate togther data caming from the
Internet ard data coning from the real world (sensors) and
actwelly merge it together in a coherent framewolk providing
advancedcontext-aware apfications.

In this cortext, overlay knowledge netwoks are ugd tomerge
the cdlected data taether, am to provide such data to
applicationcomponerts in a coleren view.

A number o recert projects fom different research
communities (data mining, distributed systers, senantic Web,



Web services etc.) are tacking the challenge of data
integration across multiple providers.

One interestingreseach in this areais desribedin [PelP(4].
The goa of this poject is to develop a contex-awaremss
sysemto detect am infer domesticactivities peiformed by the
uses. The proposed appoachis to infer the activties d the
useron the basisof the dijects te touches. Forexanple, by
sengng that the user touches a “teapot”, same “teabag”,
“glasse$ and “spoons’, the systemcan infer that the wser’'s
acton is “making tea”. Ths kind of knowledge could be of
usein a number of smart-home scenaos. To implement such
an ideg the gstem relies onRFID tag asseiated to (and
identifying) eweryday djects, ad gloves ntegrated with
RFID reacer worn by the wer. This alows the systen to
detect, ather naturally, what te wser is towching.

This streamof data caming from pervasive devices regires
models of activitiesto detectwhat the user is doing. Such
models are atomatically mined from the Web. In particular,
the systemcomecs to specifc “How to” sites, desciibing
how to perform a ecific acivity, extracts the lhels
assaiated to the object being used ard creates a Bagan
network descibing probahilistically the objectsinvolvement
in the differert actities. The nodel is inaly, checked
agairst the data cming form the RFID reaar to infer the
actvities keing carried on.

In our opinion, this project is gperfect exanple o the fact that
pewvasve ard Web resourcescomplement each t¢her, ard by
integrating them it is posside to dtain novel ard powerful
senices.

Anacther relevant approach ispresetted n [Eag03]. The goal
of this wark is to infer userscontext by caguring their speech.
The voice d the wser is recod by a PDA cariied on by the
user The voice sigral is sent @er a wireless network to a
sener that pocessthe signal ard transciibes te speech The
sener comect to a Web sewvice caled Concepi Net [Liu04]
that is based on a knowledge network desaibing common-
seng activities. Corncept Net is, in fact a huge repository of
commongense sentences (e.g., you'd orer food in a
restawart) and a suitalbe API to access andmine the
repostory.

By providing ConceptNetwith the speechransciiption, the
seniceis able to infer the nostlikely cortext for the user For
exanple, the speech “Hi, today I'm going to have a
cheesetrger anda beer” wauld let CorcepgNet infer that he
user context is “ordering food d a resturant”. Sich
informationis thensent back tothe PDA fr further actons.
Another interesting mechanism to canbine ®nsa data and
Web information involves the sage d GPS as sewors and
Web-retrieved maps from open GIS+ool like Goodge Earth
(http://earth.googd.con). In [Cas06], we describe two
senices in this direction A first sevice albws a usr
eqgupped with a RFID reacer ard a GPS dvice to ®e his
acta location and past novements, and to dynamically create
Google Earth placenarks of the tagyed objects being read
with the RFID readerat the iight location. This service carbe
fruitfully employed in a number of situations In paticular, we
focused on the sceario in which a tarist wants to
autamatically build and maintain a diay of his journey. To
this erd, the proposed sewice allovs to keeptrack of all the
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user movements and have them displayed on te map of the

visited pace. Maeover, the sipport for RFID allows to access
lik ely-to-be-soa-available taurist information staedin RFID

tags attached to artpieces. Fom the dary pespecive, tis

allows to stae the vsited art-pieces’ location together with

their description on te journey map. In addition, our service

could aso provide with important logistic information. For

exanple, theadion of readng the tag & the wers carata

cettain locationtriggersa new carplacenark on Google Eatth

showing the acta position of the car.This allows the éurist

to easil recall wrere the car hasbeenpaiked

Another service, allows multiple users to shere their list d

placenarks ard their curent locaion. Again, this sevice can
be employed in severa scenarios and we focused on

supporting a group of tourists cogoeratively \siting a dace.
Sud asituation applies to a class of sudents or to a group of

boy-scauts, where each pepbn can visit the place
indegpendently, while keeping in touch and sharing

information with the aher members To this erd the sevice

allows to share GPS ata with other members aml with the

group leader (e.g., the teacher may be in need of monitoring

the locationof all the stulents). Moreover, placerarks panted

by one person may be slaredacross althe goup. This canbe

useful to share ginions o interestig sightings, but also b

easly agee on sane mesting points. For exanple, by shaing

placenarks,all the userganspota suiableplace(e.g., apub)

that is in the middle d them ard agee to meet here Eee
Figure 5.

Other appoactes h this directi;, dewloped by other

researchgroups, [Pat.04] combine GPSdata and maps to

create a probabilistic model of the u®r actvities. This

approachallowsto the systemto lean the wser motion routine

(e.9., wheredoes he go, where des he park the car, etc.) and
possilly to cleckanomalies agaigt the leaned trerd.

@ filel.kml
~
<?xnh v ersion ='1.0 " enc oding ='UF -8'?2>
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<descri ption> NewY ork C ity</ descr iptio n>
<nane>Ne wYor k Gt y</na ne>
<Point>
<coordi nates> -74.0 06393 ,40.7 14172 ,0</c oordi nates >
< Roint>
</ RHace nark>
< knh>
. J

View KML on the Web. Reload
the file to see any change

|- Sy
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Figure 5. Integration of GPS data and Web maps.

Finally, arother saurce d information that reseahers are
trying to integrate is that coming from images widely
available andaggedby senices Ike Flickr (www.flickr.com).
The idea atthe mre of same recen reseaches is totry to
match gctures talken from caneras withthose available on the



Internet This would allow to get information alout objects
without the needof tagging them artificially. For exanple, he
image of a tower taken by a camera phone could be matched
againg a daa base of images to propely recognize it as the
Pisa laning tower [Jia0g].

All the alove exanples slow ratherclearly that the aproach
of integrating resairrcesand datafrom pervasive system and
Webresaurces ina promising reseach avente.

IV. CONCLUSIONS

In this paper we presentedur visionfor next future pexasive
computing systenms. In our opinion, these systeswill be
gereral purpose ard userswill be able toinstal and execute
apdicatiors both on their private pervasive corputing
infrastricture (e.g., in smart hane scerarios), ard in publicly
available oes (e.g., citwide infrastrictures offering tourist
information andsenices). Given the extreme heteragereity of
this scenario, its inherent dynamism and — most importantly —
the incredble anount of data the sysém will be able @
produce, apiications will be required to metch ard conply
those characteristics. Applidams will haveto aubnonously
adap their befavior to differert circumstarces ranging from
the scale of the pervasive network, to the privacy-level being
requeged by the users. To achiee suwch a flexbility
apdicatiors will hawe to be highly contex-aware (to
mearingfully interact with their emironmen) andautaomic.
To this end they will be ale to gather relevant conext
information boh from the peavasive negwork sensng the
environment and from global-accesible Irternet senices.We
asointrodued how conddering the system as composd of a
“continuum” of sensrs and devices, ratler thana discrete
collecion of them may provide wseful ideas and abstractiors
to deal with the alove challeiges.

In addition, we preseited the key mectanisms and researcles
trying to fulfill the above vision

¢ Retrieve and aygregate daa will provide developes with
advarcedtools to get data fom a distibuted systen in an
efficiernt way.

e Macro Programming a distributed sysem deals with
programming a distributed system withou explicitly
defining single entities actiities, but letting a conpiler o
distibuted middleware to trandate hgh-level task into
individual componert activities. Ths will allow
developes to design g/stems composd of a huge nunber
of commponents that will be able to cary on conplex
coordinated activities.

¢ Integate dita gathered from various saurces allows to fier
application components a cherent view d their catext.

In particular, we tried to present fow the cacept d overay
knowledge networks may be a the basis of most of the
proposal, ard how overlay knowledge netwok may represent
a framewolk to develop applicatiors in future pemwvasive
conmputing scerarios

In our opinion, these esearcles ae anly at the beginning of
addessing satisfactoly the requirementsof future scearios
and severa questiors remain open How to represent cotext
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information in a gereral way? How can we retries and access
swech huge amount of knowledge? Which kind of autonormic
algorithms should we enforce to add robustnes armd self
orgarizaion properties to thee systera?

Our future reseach within the CASCADAS Euopean project
will try to adiress sme of these giestians.
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Towards an Agent Model for Future
Autonomic Communications

Francesco De Mola', Raffaele Quitadamo'

Abstract — The continuous growth in ubiquitous and
mobile network connectivity, together with the increasing
number of networked computational devices populating
our everyday environments (e.g., PDAs, sensor networks,
tags, etc.), call for a deep rethinking of traditional
communication and service architectures. The emerging
area of autonomic communication addresses such
challenging issues by trying to identify novel flexible
network architectures, and by conceiving novel conceptual
and practical tools for the design, development, and
execution of ‘‘autonomic” (i.e., self-organizing, self-
adaptive and context-aware) communication services. In
this paper, after having introduced the general concepts
behind autonomic communications and autonomic
communication services, we analyze the key issues related
to the identification of suitable ‘“‘component” models for
autonomic communication services, and discuss the strict
relation between such models and agent models. On this
basis, we try to synthesize the key desirable characteristics
that one should expect from a general-purpose agent
model for autonomic communication services.

Index Terms— Autonomic Communication, Services, Self-
organization, Self-adaptation, Multiagent Systems

I. INTRODUCTION

OUR everyday world is increasingly being populated with a
wide variety of new communication technologies and
computing devices. On the one hand, several wireless and ad-
hoc communication solutions are being deployed with the
potential of ensuring us 24/7 ubiquitous connectivity to the
Internet and to the surrounding devices. On the other hand,
devices such as sensor networks [6], RFID tags [18], cameras,
GPS and other location systems [9], will enable us to
dynamically acquire information and interact with the physical
world.

The above scenario opens up the possibility for a wide
range of brand new applications (e.g., on-line monitoring of
the world [6] and enhanced social experiences [13]), as well as
for enhancing the quality and effectiveness of current

! Dipartimento di Ingegneria dell’Informazione — Universita di Modena e
Reggio Emilia - 41100 Modena, Italy, email: {demola.francesco,
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communication services (via context-awareness and dynamic
personalization [5]). However, it also introduces a dramatic
increase in complexity and a number of novel design issues,
challenging current communication and distributed computing
paradigms, and making it difficult to deliver the promised
benefits in truly usable and economically feasible ways.

The complexity we are talking about is due to several
factors, there included:

®  Heterogeneity of involved components. The range of
newly introduced network and  computing
technologies is already wide and it is expected to
grow consistently.
Dynamism of network scenarios and applications. As
connectivity is becoming ubiquitous and mobile, and
as computers are getting embedded in our everyday
objects, the resulting network becomes highly
dynamic in terms of topology and usage patterns.
Decentralization and unreliability. The highly
decentralized and embedded nature of the involved
components, makes it hard (whether not impossible)
to enforce some forms of direct control over their
configuration and their activities.

Other than from the above sources of complexity, additional
challenges are introduced by the need of exploiting in full the
potentials of the new scenarios and put them at the service of
users. This implies identifying suitable models and tools by
which innovative services can be designed, developed and
deployed, and by which existing and new services can be made
more flexible and dynamically adaptable, i.e. able to properly
react to the dynamics and unreliability of the scenario without
suffering from any malfunctioning, and able to increase user
satisfaction by adapting their behaviour to the current context
(physical and/or social) of users and to their own individual
needs.

The emerging inter-disciplinary research area of autonomic
communication [1, 14] attempts to overcome the limitations of
current communication models and architectures in addressing
complexities and issues raised by modern network scenarios.
In particular, autonomic communication broadly relates to the
study and development of novel semantic communication
models [5], novel adaptive and evolvable architecture for
network components [3], as well as novel paradigms and tools
for the design, development, and execution of autonomic (i.e.,
self-organizing, self-adapting, and context-aware)
communication services [12].



In this paper, we specifically focus on autonomic
communication services with the goals of: (i) analysing the key
issues related to the identification of novel software
engineering approaches and of a novel “component” model for
the design and development of autonomic communication
services (Section II); (ii) eventually, trying to synthesize the
key desirable characteristics that one should expect from a
general-purpose ~ component model for  autonomic
communication services and the contributions that can come
from the agent community (Section III). The key message we
hope to get home is that current researches in software agents
and multi-agent systems have the potential for playing a major
role in inspiring and driving the identification of such model,
and more in general for influencing and advancing the whole
area of autonomic communication.

II. AuTONOMIC COMMUNICATION SERVICES

Autonomic communication generally refers to all those
research thrusts involved in a deep foundational re-thinking of
communication, networking, and distributed computing
paradigms, to face the increasing complexities and dynamics
of modern network scenarios. The ultimate vision of
autonomic communication researches is that of a networked
world, in which networks and associated devices and services
will be able to work in a totally unsupervised — i.e., autonomic
[10] — way, being able to self-configure, self-monitor, self-
adapt, and self-heal. To some extent, the idea is to consider
networks as sorts of immense organisms, and by conceiving
components within as parts of these organisms, able to prosper
and autonomously survive contingencies [12]. On the one
hand, this will enable to effectively have networks capable of
dynamically adapting their behaviour to meet the specific
needs of individual users. On the other hand, this will enable to
dramatically decrease the complexity — and the associated
costs — currently involved in the effective and reliable
deployment of networks and communication services.

A. Scenarios of Autonomic Communication

The need for re-thinking communication and distributed
computing paradigms directly derives from the novel
characteristics exhibited by modern and emerging network
scenarios. Traditional communication and distributed
computing paradigm were conceived to target a now obsolete
perspective of computer networks: wired networks of (rather
homogeneous) medium/high-end computers and routers. In
such scenarios, network disconnections and failure of
components are considered exceptions, and network and
system managers are always assumed to be able to act on the
system for re-configuration and fault-recovery. However, as
stated in the introduction, modern network scenarios more and
more include a large number of very heterogeneous
components (from low-end computer-based sensors, to PDA,
laptops, and workstations), interacting over a variety of
wireless channel (from WiFi, to Bluetooth and ZigBee), and in
the presence of mobility (of both devices and users exploiting
them). There, failures of components and network
disconnections are the norm rather than the exception, and the
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possibility for network and system managers to intervene in
the system is challenged by the intrinsic decentralization and
complexity of the scenario.

)

GPS satelite C?é-

wireless Police

access point

citizen

GSM-enablec
PDA

(=

wireless

" sensor
citizer

Figure 1. An urban scenario of autonomic communication

Just to reach a better understanding of what such scenarios
could look like, imagine what our cities will be in the next few
years (see Figure 1). First, a variety of computer-based sensors
will be spread around in every street, crossing, squares, and
within buildings. We can already find a variety of simple
sensors around in our cities (e.g., to measure traffic intensity
and pollution), but the future will see these sensors become
wireless-enabled, and dramatically increase in density and
diversity. It is not unrealistic to think that — say in ten years — it
will be possible to determine in real time how many free
benches are there in a specific park or how long is the queue at
the nearest post office. Second, wireless-enabled computing
devices will be worn by each and every person and will be
embedded in any cars. Such devices, beside the capability to
access to the Internet, will also be able (via ad-hoc wireless
communications) to directly interact with each other and with
sensors around, and localize themselves via GPS or other
means. After all, smart phones with GPS, Bluetooth, and
cameras, are already a reality. Third, all of these devices will
be able to mobilize data from and to the Internet, based on a
variety of communication channels, from WiFi, to UMTS or
satellite communications.

The heterogeneity of components and network technologies
involved in the above scenario is very evident, as it is the fact
that the resulting network is highly dynamic (due to both the
unreliable nature of sensors and the ephemeral and mobile
nature of wearable and car-embedded devices) and highly
decentralized (no system manager could enforce a strict
control over dispersed sensors and over personal devices).
This factors clearly justify the efforts of autonomic
communication researches towards the identification of: (i)



innovative ways of modeling communication, suitable for
dense dynamic networks of wireless devices and overcoming
the limitations of traditional point-to-point Shannon-oriented
communication models; (ii) the definition of innovative
flexible architecture for network devices, suitable to tackle
dynamics and decentralization via dynamic re-configuration;
(iii) the identification of innovative models and tools for the
design, development, and execution of autonomic
communication services.

B. Towards Autonomic Communication Services

In general terms, a communication service is a functionality
that is made available within a network to access and exploit
the network resources. IP datagram routing, DNS, socket-
based point-to-point communication, cryptographic tools, web
services and P2P data delivery services, can all be considered
communication services. The definition applies independently
of the fact that such services can be conceived to act either as
“user-level” services or as “infrastructural” ones, to be put at
the service of other services.

In the sketched scenario, a variety of communication services
can (should) be put in place to properly access and exploit the
available network and computing resources, some of which of
an innovative nature.

At the more infrastructural level, we could think at localization
services that, by exploiting GPS, WiFi signal strength, or
whatever localization tool is available, are able to provide the
location of users, cars, or devices. Also, we could think of a
variety of routing services, able to deliver data and messages
across the network, from more traditional routing services
offering delivery to a specific network ID, to more advanced
routing services capable of delivering messages at specific
locations of the network (for which the routing service has to
exploit the available localization services) or to multicast
messages at specific groups of nodes or users.

Shifting to the user level, the presence of sensors, ubiquitous
and mobile connectivity, localization services, opens up an
incredible range of possibilities for the deployment of highly
innovative and useful services. By properly exploiting
sensors, localization services, and proper routing services, one
could think of making available to users various services to
query the physical world and obtain any kind of information
about the surrounding situation (there included other users),
and possibly to integrate this information with information
dynamically downloaded form the Web. As another example,
one could think at elaborated services to alleviate roads
congestion problems. This would imply devices in cars (for
computing, sensing and visualization) to interact with devices
in streets and crossings (for sensing the current traffic situation
and communicate it to cars). Cars could also interact with each
other (the same as sensor could) and form wireless ad-hoc
network that can be used to properly forward information
across the town. The overall service could then exploit all this
available information to map in real-time the status of streets
in the city, and calculate on-the-fly faster routes for users that
avoid congestion areas or areas that are likely to become
congested soon.

Whatever communication service one can think of, and
whether at the infrastructure level or at the user level, it is clear
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this will be generally realized in terms of some software
components (though it may be the case that some components
can be directly encoded in hardware) [11, 12]. Such
components will act as access points to the service, and will be
able to provide the service either in autonomy or by interacting
with each other in the distributed network environment, as it
should necessarily happen for all those services, like routing,
which are of an intrinsic distributed nature.

However, in modern network scenarios, the only possible way
to effectively develop and deploy services is by making them
autonomic, (i.e., capable of self-organization, self-monitoring,
self-healing) and flexibly adaptable (to meet very diverse
situations and diverse user needs). For instance, a localization
service should always be able to provide information on a
best-effort basis in any situation, without rigidly requiring the
availability of specific localization devices and rather
exploiting a variety of heterogeneous localization devices. As
another example, a routing service should guarantee message
delivery in very dynamic and mobile networks, without
requiring manual reconfigurations, and should possibly tune
quality-of-service depending on the specific needs of the
user/application exploiting it. These needs induce specific
requirements on what a proper autonomic and adaptive
component model for autonomic communication services
should be, and also forces abandoning traditional (i.e. stack
layered) communication service architectures.

C. Requirements for Autonomic Communication Services

The need for communication services to fit the complexities of
modern network scenarios by becoming autonomic and
adaptable, calls for an underlying component model capable of
satisfying a set of requirements. In particular:

®  Autonomicity. A component model for autonomic
communication services implies the capability of
components (at the individual level, or at an
aggregate social level, or both) to support self-
preservation and self-healing of some specific
functional and/or  non-functional  properties
independently of contingencies, just like a living
organism is able to maintain its internal balances [10].
Dynamic Adaptation to Changes. A component
model requires the capability of tolerating dynamic
self-reconfiguration of components, and of their
composition and interaction patterns, without
requiring any a priori information and/or human
intervention.
Situation-Awareness.  To  achieve  autonomic
behaviour and adaptivity, a component model for
autonomic communication  services must be
necessarily aware of what’s happening around.
Generality. It is expected that next-general autonomic
communication services will involve several
components executing on a variety of heterogeneous
devices and interacting via a variety of
communication technologies.
Scalability. Given the possible very large scale of the
target network scenarios, the component model
should be based on design principles that can be



practically applicable to small systems as well as very
large systems, and should promote organizing
services according to patterns that exhibit scalable
performances (or quality of service).

At this point of the discussion, the reader will probably
already think that the requirements for such envisioned
component model can simply and directly be mapped into an
agent-based model, and that the ecology of autonomic
communication services can be considered as a sort of
complex agent society. This is true only to some extent and the
rest of the paper will better unfold and analyze such an issue,
keeping in mind the above mentioned requirements throughout
the discussion.

III. TOWARDS A MODEL FOR AUTONOMIC COMMUNICATION
SERVICE AGENTS

In this section, we claim that an agent model can be the most
suitable answer to the challenging requirements of autonomic
communications. Nonetheless, past agent models do not fulfill
all the requirements discussed earlier and thus we stated that
such a model should exhibit some peculiar features that we try
to discuss in the remainder of the paper.

A. Agents as Autonomic Service Providers

Taking into account the intrinsic dynamicity and complexity of
the above scenario and its requirements, it clearly emerges that
autonomic communication services cannot be modeled and
implemented as ‘“passive components”, like in a standard
service-oriented architecture. Rather, autonomic
communication services should be modeled and implemented
by “active” autonomous components, exposing their service
and integrating (at the component or at the system level)
features of autonomicity, self-adaptation, and situation-
awareness, in a scalable and general way. Accordingly, at this
point, we can state that the search for a novel autonomic
component model for autonomic communication services
corresponds to the search for a proper “service agent” model.
In general, we envision that the nodes of an autonomic
communication architecture should host some sort of
agent/service execution environment on top of the operating
system (see Figure 2), to act as a general flexible support for
the execution of service agents. The execution environment
should tolerate the hosting of both very simple reactive agents
and of more heavy-weight “intelligent” self-adaptive agents.
Furthermore, it is likely that such environment will have to
host also other kinds of “artifacts”, such as tuple spaces,
resources, channels and so forth. The execution environment
should be as thin as possible: it should provide only the
minimal set of basic services to agents (e.g., agent creation and
cloning, capability to perceive local events), so as to make it
possible to run it even on small resource-constrained devices,
like sensors or smart-phones. Upon the distributed set of
execution environments, agents of different types can execute,
reproduce themselves, and interact with each other. Whenever
a specific autonomic communication service is needed, users
(or other agents) can provide it, “injecting” the proper service
agents in the network. Any type of communication service,
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from infrastructural ones to user-level ones, is realized by
specific service agents deployed in the infrastructure, without
any pre-defined “layering”. Rather, the idea is that of an
“ecology” of distributed agents, in which different species of
agents, from ant-based to intelligent ones co-exist, each
providing specific services either as a species or as individuals,
and interacting with each other so as to gather what services
they need from each other.

root
environment
knwoledge

knowledge

centralized
aggregation

Service Execution Environment

Hosting Operating System

Figure 2. Aggregation of autonomic service agents

In this general scenario, satisfying the requirements of
autonomicity, self-adaptability, situation-awareness,
scalability, and generality, requires defining a service model
and associated tools to support:

e  different forms of spontaneous self-aggregation by
service agents, to enable both multiple distributed
agents to collectively and adaptively provide a
distributed communication service and a service
agent to properly exploit other services on need;
some ways to enforce control in the ecology of
service agents;
self-similar forms of aggregation, capable of
reproducing nearly identical structures over multiple
scales, and achieving software engineering
scalability;
suitable models for the organization of situational
information and their access by agents, promoting
more informed adaptation choices by agents and
advanced forms of stigmergic interactions.

These issues are analyzed in the following of this section.

B. Self-Aggregation as an Adaptation Mechanism

In an “ecology” of self-adaptive service agents executing on a
very thin and bare environment, self-aggregation is the key
mechanism to build and exploit complex communication
services. Self-aggregation is clearly an autonomic adaptation
process, in that it must occur on need and without direct
human intervention: whenever some changes occur in the
surrounding environment, some simple communication
services can decide to form a coalition that can better handle
the new unforeseen situation or provide an improved service.



Enabling self-aggregation in our agent model implies
rethinking traditional integration architectures both from an
architectural and a behavioural point of view.

Let’s consider, first of all, the architectural viewpoint,
i.e. how our service agents should be designed to support
aggregation formations and to accomplish the discussed
requirements of autonomic communications. A TCP socket
can be seen, for instance, as a composition of layered services,
e.g. the IP routing service and the Ethernet data link service.
This type of composition can be defined a containment,
because an outer component (i.e. the TCP service)
encapsulates one or more inner components (i.e. the IP
service) and uses their services. Every service request
delivered to the outer component is forwarded to an inner one
and, while negligible in many simple aggregations, the
overhead introduced by this forwarding can be significant in
resource-constrained devices and/or when more complex
aggregations are formed. Autonomic communication services
overcome the limits of layering, proposing a flattened model,
in which composing service agents means rather
combining/fusing their service interfaces into a new
negotiated interface. This avoids the overhead of forwarding
messages/function calls across the several layers of the
aggregation.

Moreover, our flattened service model means also that
agents should be allowed to participate in more than one
aggregation, e.g. because their service can be shared among
different clients. This requires that our service agent should be
more than simply a “service provider” with a fixed published
interface. We envision a new concept of interface that is far
more flexible than classical software component interfaces.
When a service agent participates in an aggregation, its
interface should be updated or, better, it must expose a new
interface: the “aggregate service interface”. Such interface is
expected to be the same in every agent participating in that
aggregation and its provided operations are negotiated and
constructed according to the aggregation strategy and the
requirements of the new complex service. As a consequence,
in our agent model service agents are considered sort of
“polyhedral components”, capable of exposing several
interfaces as different service access points. Let’s consider, for
example, the case of a service agent participating in more than
one aggregation: it has to dynamically choose the right
interface to expose, depending on the access point from where
it is accessed.

Moreover, each provided interface can even change
depending on internal reorganizations of the aggregate service,
e.g. due to adaptation to environmental happenings, like the
failure of one aggregated service. Handling multiple and
dynamic interfaces requires a sort of interface negotiation
mechanism among service agents: in place of fixed interfaces,
the interface negotiation mechanism defines and requires
service agents to support universally known “introspection
facilities” by which support for other services can be
ascertained at runtime. Clients of a service agent use these well
known services to obtain mutually agreeable interfaces.

Autonomic communication services are very often
located on different network nodes and the aspect of the
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physical distribution of services should be taken into account,
even though the aggregated service appears conceptually
unique. For example, services provided by self-organizing
swarm agents are usually distributed by their own nature (e.g.
some localization service whose agents are distributed across
many sensors in the environment), and do not respond to a
central controller or supervisor; nonetheless, these agents
should ideally work as a unique service, which can be invoked
from many scattered access points. This leads as a
consequence that our agent model should transparently support
“at least” both centralized and distributed service aggregations
(see Figure 2) and we said “at least”, because there might be
intermediate or hybrid solutions between these two extremes.
Centralized aggregations are those where many service
agents, locally available or instantiated at runtime, are
combined into a new complex service. In this case, the
“aggregator agent” is the new centralized access point to the
service and is not physically distributed. It exposes a single
communication interface to other services all over the network.
Distributed aggregation raises more challenging design issues,
because, in this case, several agents decide to join together
into an aggregated service, but they still preserve their physical
distribution in the network. In other words, they all agree on a
common ‘“‘aggregate service interface”, but there is no
aggregator agent exposing it; every single participant instead is
considered “access point” to the aggregate service and exposes
the same interface as all others.

Besides architectural design choices, self-aggregation
needs effective algorithms and tools to work in dynamic and
open environments, without human intervention. From a more
behavioural standpoint, service agents are expected to support
different aggregation techniques, which are an active research
area of Al Several coalition formation algorithms have been
proposed for task allocation problems [16, 15] and, although
we are not interested here in one particular algorithm, we state
that autonomic self-aggregation will likely draw much
inspiration from such research work. Therefore, each service
agent in our model must include a proper aggregation
interface (through which the agent can be involved in new
aggregations, leave broken coalitions and so on) and such
interface should be as much general as possible, to support a
wide range of coalition formation algorithms. Finally, we must
recall that autonomicity should be enforced at all levels of
aggregation and this requires proper mechanisms to
control/supervise the behaviour of the aggregated components.
Such issues are the subject of the next Subsection.

C. Enforcing Control for Self-management

As already highlighted, one of the key driving principle of the
autonomic communication vision is that services should be
self-managing. The fundamental problem when trying to
enable autonomicity (at all levels of service aggregation, from
primitive service to complex ones) consists in establishing
some kind of control over service agents, in order to constantly
guarantee an optimal overall functionality, protect against
malfunctioning parts and so forth. The IBM proposal for
building autonomic components [10] is based upon the
introduction of the so-called “autonomic manager” (see Figure
3), which is an intelligent software entity that monitors the



activity of its managed resource, and can take corrective
actions in a sort of continuous control loop. Nonetheless,
control and supervision at the individual level does not
guarantee an autonomic behaviour of the entire system: in an
aggregation of service agents, where every member constantly
monitors and regulates its own essential variables (i.e. in a
local loop), it often occurs that the selfish nature of each
component does not result in an optimal outcome of the
aggregated service. Applied to our highly dynamic, open and
distributed scenarios, the problem of enforcing control and
achieving an adequate level of self-management is even
trickier.
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Figure 3. Autonomic components in the IBM perspective

To this purpose, some more traditional design patterns
introduce a special “sentinel element”, in charge of supervising
the behaviour of each autonomic element and avoid dangerous
or incorrect actions: many autonomic component frameworks
(e.g. [11]) adopt this pattern, since they continuously monitor
deployed components and influence their behaviour injecting
proper “adaptation rules”. These rules are interpreted by the
component and translated in corrective actions on its internal
parameters, leading hereafter to a modified behaviour of the
same component. Other more agent-inspired solutions rely on
the “cooperation capability and sociality” of autonomic
managers: exchanging information with each other and
orchestrating their actions, these intelligent individual
controllers can ensure an autonomic behaviour of a composed
service. All such approaches are essentially coupling
traditional monitoring and resource management with artificial
intelligence  techniques for planning and knowledge
management, as well as multi-agent systems negotiation ones.

Nevertheless, we argue that these approaches, though
still feasible and valid, will prove to be increasingly unsuitable
for many autonomic communication scenarios, like they have
been presented so far. Autonomic communication services are
expected to be pervasive and to run on even small wearable
devices and, having autonomic managers logically separated
from their managed services, can produce heavyweight service
agents. In fact, designing each single service agent, with the
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rational capability to react to all possible contingencies
planning proper corrective actions, may end up in a
cumbersome service architecture. It can be stated that the
limitations of the discussed autonomic self-management
derives from its being inspired by traditional human-based
management, where we usually have the controller and the
controlled entity. Self-organization approaches support instead
the biologically inspired idea that “a system should be able to
self-manage by its own very nature and not by external
intervention of other “non-self” entities” [19]. Self-organizing
systems exhibit an intrinsic self-managing capability, which
only indirectly depends on the behaviour of their individual
little agents, but rather descends for the combination of their
local interactions. Service emergence helps avoiding
intelligent elements, with planning and knowledge
management capabilities to react to unforeseen environmental
changes, and produces simpler and more lightweight
architectures. As autonomic computing design patterns have
their drawbacks, current approaches to self-organization are
likewise limited, e.g. because they can implement only a
limited set of self-managing functionalities, but often fail in
accounting the diverse and complex requirements of
autonomic communications.

The agent model we are sketching in this paper should
be thus as much flexible and general-purpose as possible. It
should still allow both traditional autonomic managers and
self-organizing approaches, but here we deem crucial to
introduce also an innovative vision of self-management [19]
tailored to the peculiarities of autonomic communications.
Since most autonomic communication usage scenarios will be
dramatically distributed, often without any clearly identifiable
stakeholders, the only solution to enforce some forms of
control over them, and to have the self-management features of
each individual system coexist with more decentralized forms
of self-management, will be that of populating the ecosystem
with additional “manager components”. In an environment
where every single service, even the most basic one, is
provided by a service agent, it is reasonable to assume that
self-management should be enforced by means of some first-
class elements, injected on demand into the self-organizing
system. These “manager agents” will have to live inside the
system and interact with other self-organizing service agents,
to monitor their execution and possibly influence their
emergent behaviour. This brings as a consequence that the
knowledge management and planning capability, previously
placed as a possibly heavyweight burden on every single
component, is now “externalized” and made distributed across
the various deployed manager agents. It must be pointed out
that some of these ideas have been already experimented and
formalized in MAS research: the idea of Electronic Institutions
(EI) and norm-aware agent societies have been proposed as a
model to specify the kinds of interactions among software
agents using norms (e.g. obligations, permissions, etc.). In [2]
norms are explicitly represented and managed via rules and a
team of “administrative (institutional) agents” is deployed in
the distributed architecture, to ensure normative positions are
complied with and updated by individual agents. Experiences
from this and other research on norm-based systems will be of



paramount importance to formalize our
autonomic communications service model.

“ecology-like”

D. Robustness and Generality with Holonic Agents

Given the importance of self-aggregation in our model, the
combination of primitive services into new complex ensembles
must be fully scalable, i.e. the software design principles
should be applicable to small systems, as well as very large
systems, possibly made by huge numbers of heterogeneous
nodes and service components. In our service agent model, all
agents should at least expose a common set of basic
functionalities, i.e. a ‘“common interface”, besides their
specific peculiar operations. Aggregate service agents will be
services in their turn and will thus have the same basic shared
interface. Applying the self-similarity principle means that
“individual components self-organize and self-aggregate so as
to reproduce nearly identical structures over multiple scales”
[4].

From a software engineering point of view, having the
same structural and organizational principles in force at
different scales facilitates the management of services: e.g. if
service agent A decides to aggregate with service agent B, it
can at least rely upon the shared common interface to negotiate
the aggregation and agree on the new aggregated interface to
expose. Self-similarity helps to achieve the key requirement of
generality: this feature is fundamental to better handle design
complexity in an environment where possibly thousands of
heterogeneous software agents can be hosted. It would allow
“diving” into specific sub-systems whenever necessary,
without having to modify abstractions and tools to work at
finer levels of granularity.

From a more architectural standpoint, self-similar
structures are known to be intrinsically robust: it is more than
desirable that the combination of some autonomic
communication services brings to entities that are robust and
capable of adapting to changes in the environment (e.g. a
wireless link goes down, but the service will find alternative
paths to deliver the message). Many biological systems exhibit
such properties, thanks to their being organized in hierarchical
and self-similar structures at different scales.

A successful agent model for autonomic
communication services should therefore support self-similar
aggregation and MAS research has already explored some
important applications in this direction, introducing the
promising idea of holonic agents [7, 8] (mainly applied to
manufacturing scenarios). The term holon was originally
introduced by the philosopher Arthur Koestler in order to
name recursive and self-similar structures in biological and
sociological entities: a lot of systems in nature can be seen as
either “whole” or “part” of a larger system; for example, a
human individual is on the one hand a composition of organs,
consisting of cells that can be further decomposed, and on the
other hand he (or she) may be part of a group which in turn is
part of the human society. According to Koestler, a holon is a
structure that is stable and coherent and that consists of further
holons that function similarly. Koestler defines a holarchy as a
hierarchy of self-regulating holons which function

a. as autonomous wholes in supra-ordination to their
parts,
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b. as dependent parts in sub-ordination to controls on
higher levels,
c. in co-ordination with their local environment.

Therefore, it is clear how self-similar service aggregations are
endowed with the properties that are intrinsic in this holarchy
definition. Building holonic service compositions enables the
construction of very complex systems that are efficient in the
use of resources, highly resilient to disturbance (both internal
and external) and adaptable to changes in their surrounding
environment. Holarchies (i.e. service aggregations) are
recursive in the sense that a holon (i.e. an agent) may itself be
an entire holarchy that acts as an autonomous and cooperative
unit in the first holarchy. The stability of holonic service
aggregations stems from holons being self-reliant units, which
have a degree of independence and handle circumstances and
problems on their particular level of existence (i.e. the local
execution environment of the aggregator agent), without
asking higher level holons for assistance. Holons can also
receive instructions from and, to a certain extent, be controlled
by higher level holons. The self-reliant characteristic ensures
that holons are able to survive disturbance, while the
subordination to higher level holons ensures the effective
operation of the larger whole.

Like holons, self-similar aggregate agents would
participate in further aggregations/holarchies or would simply
exist as new available services, but always as self-reliant units:
hiding their internal complexity under a self-similar interface,
they can react to changes in the environment and adapt to
different situations, transparently re-organizing their internal
structure.

E. Organizing Situational Data into Knowledge Networks

Another essential requirement for autonomic communication
services is their capability to perceive their surrounding
context and consequently adapt and improve their behaviour.
Information about the context is expected to be increasingly
important to enable sifuation-awareness in next generation
communication services.

Nowadays, several mechanisms exist to produce
situational data from the environment (e.g. intelligent sensors
or monitoring mechanisms) and such knowledge is expected to
become a dramatic amount in the near future. In our vision,
this huge amount of information cannot be fully managed or
internalized by every single service agent: it would require a
significant knowledge management capability that we consider
an avoidable burden in our agent model. Our basic idea is that
situational data should be somehow scattered part in the
environment (e.g. in a shared tuple space) and part across the
different service agents. In further details, we envision that
when service agents decide to form aggregations, they share
their pieces of context knowledge with the other participants,
forming a sort of “aggregated situational knowledge”. This
knowledge, scattered among aggregate agents, will be thus
organized in a hierarchical fashion among all the running
service agents: in a few words, one agent could own a piece of
knowledge about the local context and, by joining an
aggregation, it would integrate its information within the
aggregated knowledge. The aggregated entity, being self-
similarly part of another aggregate or of the Service Execution



Environment (see Figure 2), would perform the same
integration in turn. Therefore, the global knowledge would be
dynamically built by the various service agents that join and
leave the system during the execution.

Moreover, situational data should be elaborated and
any relationships between such information properly
represented and correlated according to well-defined
ontological constructs. We expect that the bulk of this sort of
continuous “knowledge analysis and elaboration” phase will be
performed mainly out of the service agents that will access and
use it. It would be advisable to have special “knowledge
manager” agents injected in the environment, in charge of
properly analyzing and correlating such diffused situational
data. Distributing such analysis activity among different actors
helps achieving better scalability and reduces the reasoning
capability that a service agent should have (we do not want a
heavyweight rational service agent).

The final conceptual outcome of the above knowledge
organization and analysis phases is the formation of so-called
knowledge networks, in which all information about individual
contexts are properly represented, organized and correlated,

and around which semantically-enriched stigmergic
interactions among individual agents can take place.
Distributing such knowledge in the environment and

hierarchically among agent aggregations, service agents can
self-organize their activities using ‘“cognitive stigmergy”
approaches [17]. As anticipated earlier, the distributed
knowledge network is expected to play the part of a high-level
intelligent and dynamic environment, useful in particular for
those self-organizing services that use the environment as a
mediator for their local stigmergic interactions. Self-
adaptation and self-organization would be driven by more
sophisticated application-level knowledge data, other than
simple pheromones value to react, and this will enable more
robust and adaptive configuration patterns (e.g. the knowledge
network can be used to enforce a more semantic control over a
set of swarm agents). In addition, scattering context
information among aggregate agents allows to make services
situation-aware with different degrees of granularity: locally
relevant situational data are consumed in place, while
components are allowed also to reason about more global
situational data, interrogating the distributed dynamic
knowledge network: service components can ‘“navigate”
through the available knowledge hierarchy to attain, on
demand, the degree of contextual awareness they require.

IV. CONCLUSIONS

The continuous growth in ubiquitous and mobile network
connectivity, together with the increasing number of
networked computational devices populating our everyday
environments, call for a deep rethinking of traditional
communication and service architectures. In this paper, we
have focused on communication services, and have analyzed
the key characteristics and features that a proper innovative
component model for the effective development and
deployment of autonomic (i.e., self-organizing, self-adaptive,
self-healing) communication services should exhibit.
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The results of our analysis can be simply summarized
as follows:

e Such new component model should be general-

purpose, able to enforce autonomic behaviour in both
the forms of self-adaptation and self-organization,
able to handle “situatedness” in complex knowledge
environments, and should tolerate scalable forms of
dynamic aggregation.
Multiagent systems researches can play a major role
in the definition of such component model and, more
in general, in the advance of the autonomic
communication research area. Nevertheless, as this
paper envisioned, their scope should be limited by a
clear and suitable component model, tailored to the
requirements of autonomic communications. Such a
model is the aim of the CASCADAS project in the
future years.
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Abstract— In this paper, we propose a mobile agent infras-
tructure to support “Quality of Service” (QoS) parameters in
multimedia content streaming. The infrastructure is able to
face the issues concerning multimedia content transformation,
in order to ensure that the client-side QoS is met. A Grid
computing platform is exploited and content adaptation is per-
formed through appropriate agents that are allocated as jobs and
executed on Grid hosts. A location service is therefore devised
and made available within the Grid system, which helps finding
the hosts whose geographic position and network connections
minimise the delays required to move the desired multimedia
content from the storage to the processing site, and (after suitable
transcoding) from this to the requesting client.

Keywor ds: mobile agents, agent-based applications, GRID,
QoS, Globus.

Nowadays a large number of multimedia coding formats
exists. Each format not only needs a proper decoder/player
at the client side but also a different transport protocol fea-
turing timing characteristics that require a network offering
mechanisms to guarantee throughput, latency, packet loss
ratio, jitter, etc. [2], [14], [17]. Such “Quality of Service”
(QoS) requirements [10], if not fulfilled, can cause delays or
interruptions in content playing and thus result in a service
whose quality could be lower than expected.

As for coding scheme, even if some well-known general-
purpose players, like Windows™™ Media Player or Xine,
are able to support the majority of multimedia formats,
there are still some schemes (e.g. QuickTime”™™ MOV or
Realplayer” RAM) that require their own players. Moreover,
some players are not able to adapt the content to the quality
of the connection used by the client, which could be too
slow for the selected multimedia file, thus preventing proper
reproduction. As a result, sometimes a multimedia content
cannot be retrieved, played and used at client side, because the
player is not available, the protocol is not supported, the client
connection has not enough bandwidth or client performance
is inadequate.

The reason behind this is due to the fact that current multi-
media provisioning solutions give the client the responsibility
of adapting the received content to both client and network
capabilities. This may well be deemed unreasonable if we
think that, in general, servers have more computational power
and performances than traditional desktops or laptops, so
having them adapt the provided content to each client seems
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more appropriate. Moreover, when multimedia provisioning
is not performed by single servers but a Grid computing
environment is employed [5], server-side on-line adaptation
of streaming becomes not only feasible but also preferable:
thanks to the ability of managing and offering a huge amount
of storage space and CPU power, a Grid can be used not
only to store and provide multimedia contents, but also to
perform multimedia transcoding in order to satisfy at best the
QoS parameters requested by the user, taking also into account
network capabilities.

By considering the issues and goals outlined, this paper
proposes a software architecture, based on mobile agents
running in a computational Grid, for multimedia content
provisioning and QoS satisfaction®. The main aspect of the
proposed solution is that it is able to share the content adap-
tation cost between the client and the server, thus overcoming
the problems described. A location service is also included,
which aims at finding the host whose geographic position
and network connections capabilities are able to minimise
the time required to move the desired multimedia content (i)
from the storage to the processing site, and (ii)—after suitable
transcoding—from this to the requesting client.

The paper begins (Section 1) with a description of a use-
case that serves as a reference scenario to introduce the
basic model of the solution. Then Section Il illustrates the
software architecture of the solution as integrated in a Grid
environment, thus explaining how the main services of a Grid
can be exploited for our purpose. Section IV describes the
prototype implementation of the architecture, which has been
developed, using GridSim. Section V discusses and compares
other approaches. Section VI concludes the paper.

Il. USe-CASE SCENARIO AND SYSTEM MODEL

We consider a scenario in which a user asks for the retrieval
and playing of a multimedia content by means of a client
program or a web interface. We suppose that the client/player,
when it connects to the server, specifies some Quality of
Service (QoS) parameters regarding its capabilities, such as
encoding scheme it is able to support, the speed of the
connection used, etc. In particular, two sets of QoS parameters

1This work has been (partially) carried out within the Web-Minds,
QUASAR and PI2S2 projects, funded by the Italian Ministry of Education,
University and Research (MIUR), and the TriGrid VL project, funded by
Regione Sicilia.



Application QoS
Encoding Scheme
Compression Scheme
Compression Ratio
Sampling/Frame Rate
Picture Size
Colors
Channels

Network QoS
End-to-end Throughput
End-to-end Throughput Jitter
Propagation Delay
Propagation Jitter
Packet-loss ratio

TABLE |
APPLICATION AND NETWORK QOS PARAMETERS

can be considered, which are summarised in Table I and
explained in the following:

o Application QoS parameters. They are those param-
eters concerning application-level multimedia handling
and include encoding scheme, compression scheme and
compression ratio, for all types of contents, sampling
rate, sampling size and number of channels for audio
contents, and frame rate, picture size and number of
colors for video data.

o Network QoS parameters. They refer to the capability
of the network and subnetworks located on the path
from the client to the server. Such parameters include
the end-to-end throughput, the propagation delay, the
propagation jitter, etc.

When the server receives a client’s request, it has to try to
fulfill it by matching the parameters specified with those of
the multimedia content to be retrieved, also considering the
capabilities of the network that has to carry the streamed data:
if they differ or the network is not able to deliver the content
according to the requirements, an adaptation would be needed,
the complexity and feasibility of which depend on how much
requested and offered contents differ from each other, and the
type of conversions they imply.

Following such a use-case scenario, our solution aims at
proving an efficient and reliable way to perform content
transcoding and adaptation in order to fulfill at best the require-
ments of a client program. The basic model of the solution,
which is based on mobile agent technology, exploits two
agents, called GientProxy  and ServerProxy , running
on the client and the server respectively, which act as “proxies”
intercepting and adapting multimedia data. Basically (see Fig-
ure 1), the GientProxy  is designed as able to talk with the
client application/player; it knows client’s abilities in handle
multimedia data and thus its application QoS parameters. On
the other hand, the ServerProxy is able to handle both
client’s application QoS and the format of the multimedia
content requested. Both agents start at the client side and thus
both knows how to support the player characteristics, but the
ServerProxy is a mobile agent; when the content streaming
has to begin, the Server Proxy migrates to the server and
both agents start to collaborate as follows:

1) The ServerProxy  agent retrieves multimedia content
and analyses it.

2) Both agents, according to the application QoS parameters
of both the client and the content, and knowing the

Server Application

Server

Server Application

Inter—agent
Protocol

Fig. 1.

Working Scheme of the Solution

capabilities of the transfer link (network QoS parameters),
establish an inter-agent protocol in order to transfer
the multimedia content. Therefore, the Server Proxy
performs the appropriate conversions and QoS adaptions
to allow data transmission through the network with the
negotiated inter-agent protocol.

3) The QientProxy agent receives the data using the
inter-agent protocol and performs the final conversions in
order to supply data to the player with application QoS
parameters requested.

Roughly speaking, this solution provides a significant ad-
vantage since it (basically) is able to avoid QoS loss. In
fact, traditional solutions are based on some general purpose
QoS translation algorithms running at server side, but such
algorithms are not able to cover all the possible cases needed
by a client. On the other hand, in the proposed solution, the
transcoding part running in the server—the ServerProxy —
originates from the client machine: it exactly knows what are
the client’s requirements and thus can encapsulate the right
algorithms to perform a correct transcoding.

A significant drawback of the solution is however the com-
putational power needed, at server side, to perform transcoding
in the case of many concurrent requests. To face such an issue,
we consider our solution as running on a Grid infrastructure
since it can provide the power needed; to this aim a suitable
architecture has been designed and detailed in the following
Section.

I1l. RUNNING TRANSCODING AGENTS IN A GRID
ENVIRONMENT

For obtaining the transcoding of a multimedia content,
agents are allocated and executed in capable hosts of a Grid
system. The most widespread software system used for Grid
environment is the Globus Toolkit (GT) [13]. This includes
services to access and monitor computing and data resources,
enforce security, allow users to send and execute their applica-
tions. Computing resources have a specialised role according
to their characteristics. Hence, a host providing a large amount
of storage space is a Storage Element (SE); a host holding a



certain number of CPUs that can execute jobs is a Computing
Element (CE); whereas users are able to log into GT, send
their commands and receive results, by means of a host called
User Interface (Ul) [6], [4].

In order to determine the host where the transcoding agent
should run it is appropriate to take into account: (i) the
location of the agent, (ii) the location of the user requesting the
multimedia content, and (iii) the location of available hosts.

The services necessary for performing this selection are
provided by the architecture components described in the
following (see Figure 2).

In order to make the multimedia contents available to users,
these are initially transferred into available SEs. Each content
is characterised by its name, encoding, length, description,
size, etc.

A user requests a multimedia content, by running a client
software on his/her Ul. The request is characterised by: (i) the
name of the multimedia content or its description, and (ii) the
needed encoding format.

The request is processed by service MuM (for Multimedia
Mining) that finds available versions of the content. When
transcoding from an available format to the requested version
is required, other services are involved in order to: find an
appropriate CE that will host one or more capable agents,
find and transfer both the source version of the content and
the transcoding agent into the selected CE. The output of
the transcoding agent, which is a new format for the initial
multimedia file, is then provided to the user on his/her Ul and
also stored to some SE so as to better serve further requests
for the same file and for the newly available format.

A. Services for Selecting Hosts

The service MuM is able to find the locations of a user
requested multimedia content (see in Fig. 2 interactions (1,
2, 3)). MuM returns the location, in terms of SE address,
where each format of the content can be found. MuM is
organised as a repository based on the existing Grid Resource
Information Service (GRIS) [3]%. MuM’s data are updated
when new contents are inserted, new formats are available, and
existing ones are re-organised (e.g. moved to better support
accessing them).

Service Agent Locator (AL) is responsible to store the
location of transcoding agents. While agents are initially
stored only on the users’ hosts, they are re-located to several
CEs according to the requests for transcoding the multimedia
contents. To minimise the re-location overhead, agents are kept
on the CEs even when idle, i.e. after contents processing has
finished. Service AL traces where each agent is, thus when AL
is queried for a given transcoding agent (see (4) in Fig. 2), it
returns the list of CEs addresses where that agent is located.

Service CE Locator (CEL) traces the availability and CPU
capacity of CEs. This service initially asks known GRIS
about data concerning the number of hosts in a CE, and the
characteristics of the hosts, in terms of CPU type and amount

2GRIS is part of the Monitoring and Discovery Service (MDS) provided
by the Globus Toolkit.
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of RAM. Additionally, CEL periodically asks the length of the
job queue on a CE. All these data are asked asynchronously
from a user query and stored locally by CEL. This helps
reducing the performance penalties given by the interactions
with GRIS. When an agent has to be allocated, CEL is asked
for available hosts (see (5) in Fig. 2) and returns a list of CE
addresses, whose hosts are idle or lightly loaded.

Finally, service Resource Finder (ReF) selects a CE for
hosting transcoding agents. In selecting a CE, ReF tries to
minimise latencies due to the network and achieve the shortest
response time for having the adapted content. Latencies are
calculated according to the following three “distances”: (i) the
“distance” d(SE;, CE;) between the SEs where the needed
content is stored (provided by MuM) and the available CEs
(provided by CEL); (ii) the “distance” d(C'E;,UI) between
available CEs and Ul; and (iii) the “distance” d(C'E;, A(Hy))
between the available CEs and agent A that can be found in
one of several hosts Hj, (the locations where agent A is found
is provided by AL).

Each “distance” is measured as the number of seconds
necessary to deliver 100Mb across two end points, thus it takes
into account both the available bandwidth and the latency, i.e.
the physical space that has to be crossed. Measures between
each two pairs of known sites are performed off-line and
stored.

The selected sites SEZ CEJ representing, respectively, the
host from which the source content will be loaded and the host
allocating the transcoding agent are those that minimise

d(SEZ, CEj) + d(CEJ, UI)

for ¢, j ranging over the available sets of SE;, CE;.

Once OE; has been determined, the value d(C'E;, A(Hy))
is minimised, i.e. the host H, is chosen from which the agent
will be transferred.

Note that ReF collects the necessary data and determines the
CE that should host the transcoding agents, the CE providing
such an agent, and the SE where the source multimedia content
is stored. In Fig. 2, they are CE,, CE5 and SEs, respectively.

In order to activate multimedia content transformation and
delivery, ReF submits a job to the selected CE, e.g. CE1, (see
(6) in Fig. 2). This job executes the following set of steps.
Firstly, it collects the necessary parts, i.e. the transcoding agent
from C'E> (6.1) and the multimedia content from SE> (6.2).
Secondly, it executes the agent that will process the content.
Finally, the result of content transformation is directly passed
on to the user front-end.

B. Handling QoS for Multimedia Contents

In order to have a short response time between a user
request for a multimedia content and the transcoded version,
the capabilities of the supporting infrastructure, i.e. available
bandwidth and computing “power” have to be determined
beforehand.

The preferences set by a user in terms of frame size and
coding format for a multimedia content affect the activities that
are performed by the infrastructure to serve the user request.
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Fig. 2. Overview of interactions between front-end and services.

One of these activities consists in the multimedia processing,
another one is the a priori reservation of bandwidth and hosts.

At least one capable host will be reserved to run the
transcoding agent. However, just one host could be not suf-
ficient for the necessary processing. When the estimation of
the time needed to sequentially transcode the content on a
single host would result in an output rate that is less than the
rate necessary to ensure that the content can be seen/listened
smoothly, then a parallel transcoding activity is organised.
For this parallel processing, the initial multimedia content
is fragmented and each chunk processed by an agent on a
dedicated host.

Let us first express the way we estimate the time needed to
transcode a content from a format to another.

We have processed several videos having different resolu-
tion (see Table Il and I11) and observed that processing time is
mainly related with the frame resolution and size in bytes of
the frames to be processed. |.e. for the same video, having e.g.
a resolution of 320x240 pixels, the processing time is almost
proportional to the size (in bytes) of the JPEG frame that has
to be transcoded.

TABLE Il
CHARACTERISTICSOF SAME SAMPLE VIDEOS.

content  source resolution length (s) size (MB)
chinese AVI 320x191 152 20.3
wr AVI 320x240 14 1.0
cartoon AVI 480x272 115 7.6
dhl AVI 640x480 43 17.7

In Table 111, we report for several videos (whose character-
istics are found in Table I1) the time in milliseconds necessary
to convert from AVI to MPEG, MJPEG, h263p and rv10 (see
the 4 right-most columns, respectively) several chunks of the
content lasting 2 seconds each and having 50 or 60 frames,
as indicated in the column frames. Transcoding is performed
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from the set of frames (each stored as a JPEG file) and whose
overall size in megabytes is indicated in column size.

TABLE Il
TRANSCODING TIME FOR SOME SAMPLE VIDEOS.

content  frames size MPEG4 MJPEG h263p rv10
chinese 1-50 027 87 79 107 110
51-100 1.51 181 156 179 181

101-150 1.25 182 139 180 183

151-200 1.35 191 148 189 188

wr 1-50 228 247 212 244 238
51-100 1.69 204 180 200 206

101-150 1.76 204 186 205 202

151-200 1.55 193 170 193 194

cartoon 1-60 1.76 240 240 230 250
61-120 1.64 280 260 300 290

121-180 3.32 380 340 370 380

181-240 4.10 470 400 450 450

dhl 1-60 8.00 935 894 901 891
61- 120 6.77 853 738 835 842

121- 180 6.64 808 733 815 806

181- 240 8.95 956 905 953 923

The reported values are just an excerpt of the experiments
we have performed. In other experiments we have converted
the whole reported video, moreover other videos have been
processed in a similar way.

The estimation function for the time needed to transcode
into MPEG4, but the same applies to the other output formats,
is the trend function calculated according to the values stored
in a database of observed times. The resulting trend function
takes as input the resolution and frame size as parameters and
returns the estimated time.

In order to calculate the number of hosts needed for the
transcoding, we compare the estimated transformation time
and the length in seconds of the processed video. When
transformation time is greater than processed video then we
must use more than one host for the transformation and the



number of needed hosts is the minimum natural number bigger
than the ratio between transformation time and length.

Bandwidth reservation aims at readily transfer data from a
disk to the selected CE that will perform transcoding and from
the CE to the user device.

The amount of bandwidth necessary is calculated as the
ratio between size of the content and length (this is just an
approximation since the amount of bytes per frame are not
constant for the whole video).

IV. SIMULATING ENVIRONMENT

In order to assess the timing characteristics of the proposed
software infrastructure and how it reacts when a large number
of users send requests for accessing multimedia contents, we
are in the process of developing a model of the proposed
infrastructure using the simulation environment GridSim [8].
GridSim is a Java toolkit that can be programmed to simulate
a Grid system, thus it offers support, in terms of classes, for
simulating CEs, SEs, Virtual Organisations, etc.

In our proposed infrastructure, transcoding agents can move
and communicate within a Grid environment. The underlying
support for allowing such agents to move, communicate, etc. is
an agent-platform, such as Jade [1]. For simulation purposes,
on top of GridSim we have developed a class library that
models the activities of an agent platform (similar to Jade).
Such a library, called GAP (Grid Agent Platform), includes
the classes: AgentPlatform, AgentSite, and Agent.

Class AgentPlatform represents a federation of sites of-
fering facilities that allow agents to move, find each other,
communicate, etc. This class allows the access to services that
are expected from an agent platform, such as: (i) a registry
informing about available agents on any site, simulated as
class DirectoryFacilitator; and (ii) an observer for all the
movements of agents, simulated as class NetworkMonitor.

Class AgentSite is responsible to hold data about the
location and the state (e.g. running, stopped, idle) of existing
agents in a given CE within the Grid system. AgentSite
extends GridSim class GridSim and holds an instances of
GridSim class GridResource, which represents the CE.

Class Agent represents an agent and holds data about the
identifier, state, type, and size of the agent. Each Agent
instance simulates the computation performed by an agent,
which can be affected by events that are notified to it through
messages. The events that can affect an agents are: stop,
resume, terminate, and migrate. Messages are exchanged be-
tween agents while performing their computation. Each time
an agent migrates or change its state, both classes Directory-
Facilitator and AgentSite are informed. An Agent instance
simulates some processing by generating jobs and submitting
them into the CE where the agent is located. A generated job
is an instance of GridSim class Gridlet.

The network connections between CEs and SEs are mod-
elled according to GridSim class Link. Instances of such a
class are set with values representing bandwidth and delay of
the network link, as well as the instances of GridResource
it connects.
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An additional User class models the user requests, thus the
ability to ask for a content and receive a result.

Along the above classes, all the services of the proposed
infrastructure (i.e. ReF, MuM, AL and CEL) are modelled as
classes that execute on the Grid system, process requests and
provide corresponding results.

For running a simulation, the number of CEs, transcoding
agents types and users are set. The number of instances of
AgentSite created is according to the the given number of CEs
chosen. Each AgentSite instance is set with a CE identifier.
Each type of transcoding agent is modelled as an instance of
Agent. Several instances of Agent are created and each is set
with: a value for the size of the code of the agent (in bytes); its
initial location, using an instance of AgentSite; and the state
of the agent, as idle. Finally, instances of User are created.

Once a simulation is executed, GridSim output is a report
that for each modelled class describes the number of received
requests, the amount of time necessary to process the requests,
the time spent waiting for replies, etc. This report will provide
valuable feedback on all the assumptions concerning the
expected time of network connections to transfer multimedia
contents, hosts to process fragments of contents, infrastructure
to select hosts for processing, etc.

V. RELATED WORK

Several existing approaches, including [7], [15], generate
off-line different transcoded versions of a multimedia content,
i.e. before users request a format this is prepared and stored
into the disk. Thus serving a request is just a matter of
reading the content from the disk. Of course, generating
different formats for a given content requires a large amount
of computing resources, thus these approaches recur to parallel
processing, using clusters of hosts, for the initial content.

An approach for the on-line transcoding of multimedia
contents by means of software system for a Grid environment
is proposed in [16]. In such an approach, a broker component
finds and dynamically allocates transcoding jobs on available
Grid resources, according to the incoming requests. Similarly
to our approach, the broker component selects capable and
unloaded host for ensuring a short response time. However,
we additionally take into account both static and dynamic
network conditions. Moreover, in this approach the server
hosts have to be equipped with all the necessary transcoding
libraries beforehand. In contrast, our approach employs agents
that move to available hosts, thus we do not need to install
transcoding support into all the Grid hosts.

On-line transcoding is also faced in [11], where the authors
propose a support for fitting multimedia content into mobile
devices connected to a wireless network. Transcoding, which
is based on changing frame size, color depth and Q-scale,
is performed inside a HTTP proxy, therefore the approach is
suitable to adaptation of video content that could be found on
the web. In contrast to our proposal, this approach considers
only some parameters that are fixed at server-side and does
not perform automatic parameter adaptation on the basis of
network connection monitoring. Moreover, in our approach



agents are dispatched from the client, they are aware of
the target player’s capabilities and are thus able to adapt
the content at best, taking also into account the varying
communication conditions.

When having to serve requests for contents, Content Deliv-
ery Network (CDN) [9] can bring benefits in terms of efficient
delivering, since contents are replicated and relocated by the
CDN according to request types and origins. Our approach is
aimed not only at finding the nearest location for the requested
multimedia content, but especially for on-the-fly generation of
new a content format through transcoding according to client
requirements.

Adaptive Web Systems (AWS) [12] provide unaware users
with customised versions of contents, selected at server side on
the basis of user profile, location, access mode, terminal, etc.
In contrast, our approach suggest that clients have an active
role in the content adaptation process, i.e. they are represented
by their agents for this purpose. In principle, this permits more
sophisticated and dynamic forms of adaptation, but of course
requires a supporting infrastructure and a more capable and
aware client.

VI. CONCLUSIONS

This paper has presented a mobile agent architecture for
multimedia content provisioning and QoS adaptation which
exploits a computational Grid, for its CPU power and storage
space availability. The basic working scheme of our proposal
entails two mobile agents, one at client side and the other at
server side, what cooperate with each other to perform mul-
timedia adaptation and transcoding, thus aiming at adapting
the QoS of the content to the QoS requested by multimedia
player.

The architecture consists of a set of components entailed
with the task of finding (i) the storage element that possesses
the multimedia content to be played and (ii) the computing
element where to host the mobile agent in charge of server-
side transcoding. To this aim, some metrics are introduced,
intended to minimize the distances between user and the
computing element, and between the latter and the storage
element where the multimedia content is stored.

In order to evaluate the feasibility of our solution, numerous
tests have been performed to determine the time taken by
various types of transcoding. A prototype implementation,
running with a simulation tools, has also been developed, in
order to evaluate not only the feasibility of the solution but
also its performances.

As a future work, our goal is to package the system as
a Globus Toolkit extension, so as to obtain a complete and
standard solution.
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Abstract— A web site presents an intrinsic graph-like spatial
structure composed of pages connected by hyperlinks. This
structure may represent an environment in which agents related
to visitors of the web site are positioned and moved in order
to track their navigation. To consider this structure and to
keep track of these movements allows the monitoring of the site
and of its visitors, in order to support the enhancement of the
site itself through forms of adaptivity, carried out by specific
interface agents. This paper presents a heterogeneous multi-
agent system supporting the collection of information related to
user’s behaviour in a web site by specific situated reactive agents.
The acquired information is then exploited by an application
supporting the proposal of hyperlinks based on the history of
user’s movement in the web site environment.

I. INTRODUCTION

A web site presents an intrinsic graph—like spatial structure
composed of pages connected by hyperlinks. However, this
structure is generally not considered by web servers, which
essentially act as a sort of extended and specific File Transfer
Protocol servers [1], receiving requests for specific contents
and supplying the related data. Several web—based applications
instead exploit the structure of the sites itself to support users
in their navigation, generating awareness of their position. For
instance, many e—commerce sites emphasize the hierarchical
structure linking pages related to categories (and possibly
subcategories), included products and their specific views, and
remind users’ relative position (i.e. links to higher level nodes
in the tree structure). Some specific web—based applications,
mainly bulletin boards and forums (see, e.g., phpBB'), are
also able to inform users about the presence of other visitors
of the web site or even, more precisely, of the specific area of
the site that they are currently viewing. Web site structure and
users’ context represent thus pieces of information that can be
exploited to supply visitors a more effective presentation of
site contents.

Different visitors, however, may have very different goals
and needs, especially with reference to large web sites made
up of several categories and subcategories. This consideration
is the main motivation for the research in the area of adaptive
web sites [2]. The various forms of adaptation may provide
a customization of site’s presentation for an individual user

Thttp://www.phpbb.com/
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or even an optimization of the site for all users. There are
various approaches supporting these adaptation activities, but
they are generally based on the analysis of log files which
store low—level requests to the web server: this kind of file
is generally made up of entries including the address of the
machine that originated the request, the indication of the
time and the resource associated to the request. In order to
obtain meaningful information on users’ activities these raw
data must be processed (see, e.g., [3]), for instance in order
to collapse requests related to various elements of a single
web page (e.g. composing frames and images) into a single
entry. Moreover, this kind of information must be further
processed to detect groups of requests that indicate the path
(web pages connected by hyperlinks) that a user followed
in the navigation. Recent results [4] show that this kind of
analysis, also referred to as web usage mining, could benefit
from the consideration of site contents and structure.

This paper proposes to exploit the graph-like structure of a
web site as a Multi—Agent System (MAS) environment [5] on
which agents representing visitors of the web site (hereafter
user agents) are positioned and moved according to their
navigation. In particular, in this case, the environment is a
virtual structure which allows the gathering of information
on user’s activities in a more structured way, simplifying
subsequent phases of analysis and adaptation of site contents.
Furthermore, part of the adaptivity could be carried out
without the need of an off-line analysis, but could be the
result of a more dynamic monitoring of users’ activities. In
particular, the paths that are followed by users are often related
to recurrent patterns of navigation which may indicate that
the user could benefit from the proposal of additional links
providing shortcuts to the terminal web pages, as a sort of
suggestion to the web site visitor. Index pages may thus be
enhanced by the inclusion of links representing shortcuts to
the typical destinations of the user in the navigation of the
web site. Moreover, links between terminal content pages that
are not provided by the static structure of the site can also be
identified and exploited. Users without a relevant history (and
also anonymous or unrecognized ones) may instead exploit
the paths that are most commonly followed by site visitors.
Moreover such an information could also be communicated
to the webmaster suggesting possible modifications to the
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Fig. 1. The diagram shows a mapping between a web site structure and an
agent environment.

static predefined structure of the site. This approach provides
thus both a support for site optimization, but also for the
customization to specific visitor’s needs and preferences.

The metaphor of a web site as an environment on which
users move in search for information is not new (see, e.g., [6]
but also more recent approaches such as [7]), and its applica-
tion to web site adaptation resembles the emergent, collective
phenomenon of trail formation [8] which can be identified
in several biological systems. However, this proposal provides
more than just gather information on users’ behaviours for sake
of web pages adaptation or navigation support, but exploits
the MAS environment to provide users a means for mutual
perception and interaction. In fact information related to users’
positions on the environment representing the web site can
also be used to supply them awareness information on other
visitors which are currently browsing the same page or area
of the site. Moreover, to keep track of this information allows
the conception of a form of interaction among users that is
based on their positions on the site. Essentially, more than just
showing a user the other registered visitors that are “nearby”
(i.e. viewing the same page or adjacent ones), the system
could also allow to communicate with them. This form of
interaction, in addition to the web page adaptation function,
requires the adoption of a supporting technology that goes
beyond the request/response model.

The overall system architecture requires thus proper in-
terface agents, able to interact with user agents situated in
the previously introduced environment in order to exploit the
acquired information on users’ behaviours. This second type
of agent is totally different from user agents, both from a
modelling point of view and with reference to the supporting
technology. In fact the web interface agent must be active as
long as the related web page is being viewed by a visitor
and it must be able, in collaboration with the rest of the
system, to proactively modify the page to improve the user’s
browsing experience. The overall system architecture includes
thus heterogeneous agents collaborating to achieve this goal.

The following section describes the general framework of
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this approach, the mapping between the web site structure and
agents’ environment, while Section III introduces the gath-
ered information on agents’ movement in their environment.
Section IV describes an application providing the exploitation
of this information for the adaptation of web pages, both
for customization and optimization. The adopted technology
supporting the design and development of the related interface
agent is introduced, and discussed with reference to existing
alternatives. A brief comparison of this approach and related
work can be found in Section V, and finally concluding
remarks and future developments will end the paper.

II. SITE STRUCTURE AND REACTIVE USER AGENTS

A web site is made up of a set of HTML pages (generally
including multimedia contents) connected by means of hyper-
links. It is possible to obtain a graph-like structure mapping
pages to nodes and hyperlinks to edges interconnecting these
nodes. This kind of spatial structure could be exploited as an
environment on which user agents related to site visitors are
placed and move according to the related users’ activities. A
diagram showing a sample mapping among a web site and this
kind of structure is shown in Figure 1.

This structure can be either static or dynamic: for instance it
could vary according to specific rules and information stored
in a database (i.e. database driven web sites). However, this
kind of structure (both for static and dynamic web sites)
can generally be obtained by means of a crawler (see, e.g.,
Sphinx [9] and the related WebSphinx project?); then it could
be maintained by having periodic updates.

Given this spatial structure, a multi-agent model allowing
an explicit representation of this aspect of agents’ environment
is needed to represent and exploit this kind of information.
Environments for Multi Agent Systems [10] and situated
agents represent promising topics in the context of MAS
research, aimed at providing first class abstractions for agents
environment (which can be more than just a message transport
system), towards a clearer and more concrete definition of
concepts such as locality and perception. There are not many
models for situated agents, which provide an explicit repre-
sentation of agent’s environment. Some of them are mainly
focused on providing mechanisms for coordinating situated
agent’s actions [11], other provide the interaction among
agents through a modification of the shared environment (see,
e.g., [12], [13]). An interesting approach that we adopted for
this work is represented by the Multilayered Multi Agent
Situated Systems (MMASS) [14] model. MMASS allows the
explicit representation of agents’ environment through a set of
interconnected layers whose structure is an undirected graph
of nodes (also referred to as sites in the model terminology;
from now on we will use the term node to avoid confusion
with web sites). The model was adopted given the similarity
among the defined spatial structure of the environment and the
structure underlying a web site. Moreover, the model defines
a set of allowed actions for agents’ behavioural specification

Zhttp://www-2.cs.cmu.edu/ rem/websphinx/
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(including a primitive for agents’ movement); for this specific
application, however, the constraint which limits the number
of agents positioned in a node was relaxed. In fact there is no
limit to the number of users that are viewing the same web
page.

Moreover a platform for the specification and execution of
simulations based on the MMASS model [15] was exploited to
implement the part of the system devoted to the management
of agents in their environments. The definition of spatial
structure of the environment was supplied by the previously
introduced crawler, while agents’ movement is guided by
external inputs generated by the requests issued by the related
web site visitor. The general architecture of the system is
shown in Figure 2: the Agent server module is implemented
through the MMASS platform, while the Web server is a
Tomcat servlet container hosting SnipSnap®, a Java-based
weblog and wiki software. The highlighted Tracker module
is a implemented through a Java Servlet, which is invoked by
every page of the site but does not produce a visible effect on
the related web page. The Tracker is responsible for triggering
the creation and the movement of agents related to visitors in
the environment related to the web site structure. In particular,
when a user makes his/her first page request the Tracker is
invoked by the interface agent associated to the page. Then
the Tracker tries to set a cookie on the client including the
session information. If the cookie is accepted, it is possible to
use the session information to identify the user; on the other
hand, requests from clients not accepting cookies will not be
monitored.

The management of agents creation and movement is not as
simple as its intuitive description might indicate. In fact, the
same user could be using different browser pages or tabs to
simultaneously view distinct pages of the site. In other words,
a user might be simultaneously following different trajectories
in his/her web site navigation. In order to manage these
situations, a user can be related to different agents, and his/her
requests must be associated to the correct agent (possibly a
new one). Finally, agents related to finished (or interrupted)
user navigation should be eliminated by the system, storing

3http://snipsnap.org
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A diagram showing how user actions influence the related reactive user agent through the capture of requests by the Tracker module.

the relevant part of their state in a persistent way, until the
related user requires again a page of the site. In particular,
remote users’ requests may be divided into two main classes,
according to their effects on the Tracker and Agent server:

e creating a new agent: whenever a new user requires a web
page, the Tracker will invoke the Agent Server requiring
the creation of an agent whose starting position is the
node related to the required page; the same effect is
generated by a request coming from an already registered
user which was not present in the system, but in this case
information related to previous user agents must be re-
trieved in order to determine the new agent’s state; finally,
when an already registered and active user requires a page
that is not adjacent to its current one, a new agent related
to the new browsing activity must also be created;

o generating the movement of an agent: when the viewer of
a page follows one of the provided links, the related web
browser will generate a request for a page that is adjacent
to one of the related agents which must be moved to the
node related to the required page; whenever there are
two or more agents in positions that are adjacent to the
required page, in order to solve the ambiguity and choose
the agent to be moved, the Tracker will invoke the Session
object in which it stores the current URL related to the
viewed page.

The following section will describe how the raw information
that can be gathered thanks to the above described framework
can be processed in order to obtain higher level indications
on users’ behaviours. Since the interface agent collaborates to
the user monitoring process, more details on this topic will
instead be given in Section IV-B.

III. GATHERED INFORMATION: BROWSING TRACES

This system allows to gather and exploit two kinds of
information: first of all situated agents related to web site
visitors have a perception of their local context, both in terms
of relative position, adjacent nodes and presence of other
visitors; second, agents may gather information related to the
paths defined by the browsing activities or the related user in
the site itself.



Fig. 3. A diagram describing two traces that are derived by a sequence of
user requests.

There are inherent issues in determining in a precise way the
actual users’ activities on the web site, due to the underlying
request/response model: the only available indications on
these activities can be obtained by requests captured by the
Tracker. In particular, we have an indication of the page that
was required by a user and the time-stamp of the request.
Starting from this raw information the system can try to detect
emerging links, which are hyperlinks that are not provided by
the structure of the site but can be derived by the behaviour
of specific visitors. To this purpose, the concept of trace
was introduced as a higher level information describing the
behaviour of a user. A trace synthesizes a path followed by
a user, from the web page representing his/her entry point, to
a different point of the environment (i.e. another web page)
which may represent an interesting destination. Every agent
related to a visiting user is associated to a temporary trace,
and it may generate several actual traces (also called closed
traces) in the course of its movement in the environment.

Formally a trace is a three-tuple (A;4, Start, Dest), where
Ajq represents the identifier of the agent to which the trace is
related, while Start and Dest indicate the starting and desti-
nation node related to the browsing sequence which generated
the trace. A new trace is generated when a user enters the
site, triggering the creation of a related agent. The starting
trace has a null value for the destination node. Subsequent
requests by the user generated following hyperlinks will bring
the related agent to an adjacent node, and the the Dest field
of the corresponding trace will be modified in order to reflect
user’s current position. Non trivial traces provide Start and
Dest nodes that are not directly connected by means of a
hyperlink.

There are two relevant exceptions to the basic rule for trace
update, that are related respectively to the duplication of a
trace and to its closing. According to the previously introduced
informal definition, a trace should be coherent in time and
space. In fact, whenever the same user requires simultaneously
two or more different pages he/she is probably following
distinct search trajectories, possibly even related to different
goals. In this case, as previously introduced, the Tracker will
detect this situation and create additional agents that refer to
the same user. Figure 3 shows two sample situations providing
respectively trace duplication and closing: in (a) the user has
chosen to open a hyperlink in a new browser page (request 1)
and then has followed another link in the first browser page
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(request 2). According to the previously described Tracker
behaviour, two agents are now associated to the user, and they
are associated to different traces sharing the Start field.

In (b), instead, the user has followed links 1 and 2 from the
starting page, then he/she made a step back (request 3) and
eventually moved to the last known position (request 4). The
step back causes the closure of the temporary trace associated
to the agent (Trace 1 in the Figure), and the creation of a
new temporary one with the same Start field (Trace 2). In
this case the step back may have different interpretations: it
could refer to a negative evaluation of the page contents but it
could also indicate the fact that the user has found what he/she
was searching for. An information that could be exploited to
determine if the Dest field of the trace was interesting for the
user is the time interval between request 2 and 3: for instance,
given Aty a threshold indicating the minimum time required
to reasonably inspect the content of a specific web page, if
timestamp(3) —timestamp(2) < Aty then Trace 1 could be
ignored. However, the mere interval between the two requests
is not a safe indicator of the fact that the page was actually
viewed and considered interesting.

In fact, the time spent on a web page is also important in
order to determine when a temporary trace must be closed. In
fact, whenever a user does not issue requests for a certain time
we could consider that his/her browsing activity has stopped,
possibly because he/she is reading the page related to the
Dest field of the trace associated to the related agent. In other
words, every agent has a timer, set to the previously introduced
threshold Atg4, which is set when the agent is created and it
is reset whenever it moves. The action associated to this timer
specifies that its temporary trace becomes closed, and a new
timer is set: the action associated to this second timer caused
the disappearance of the agent from the system, and the storage
of the related state.

It is important to note that even anonymous visitors (i.e. non
authenticated ones) whose clients are accepting cookies, can
be tracked and can thus generate traces, although anonymous
ones. The latter can be exploited for sake of web optimization
but are not relevant for sake of user specific site customization.

User agents provide thus a support to interface agents
by monitoring users’ behaviours and, in this specific case,
selecting relevant traces. Figure 4 shows how the user agents
interact with the interface agents to provide them with relevant
information for page adaptation, but more details on this topic
will be provided by the following section.

IV. THE WEB INTERFACE AGENT

The aim of the Interface Agent is to improve the browsing
experience of a user by adapting the page he/she is currently
viewing to his/her preferences, needs or habits. To do so, it
must be active during the time—span in which the page is
visualized by the browser, and it must be able to dynamically
alter its appearance. To do so, it must also be able to interact
with the previously introduced system to be informed about
past user’s behaviour. In other words the interface agent is



Web Server Agent Server

Servlet
—

Users'
behaviours

Fig. 4. A diagram showing the interaction among an interface agent, the
user agent (in the MMASS environment) and the users’ behaviors database.

Web Browser

Interface Agent |«

User Agents

a client-side component, “living” in the web browser and
interacting with it in a proactive way, as shown in Figure 4.

In the following sections, we describe the technology
adopted to implement the interface agent, comparing it with
other currently available technologies that could have been
selected to develop this kind of client-side web application.
Then the behaviour of the interface agent is briefly introduced,
focusing on its setting in the overall architecture and on the
adopted strategy for page adaptation.

A. Technologies for Web Interface Agents: Java Applet, Flash
and AJAX

Today there are several technologies suitable to develop
rich client-side web applications, and in particular interface
agents able to “live” in a common web browser. The most
common are Java Applet, Macromedia (now Adobe) Flash and
AJAX. We intentionally chose not to consider recent browser
extensions and plug-ins for the visualization of 3D virtual
environments, and to focus on more traditional forms of web
browser interfaces.

Java Applet* is the oldest technology used to provide
interactive features to web applications. An applet is a Java
software component that runs in a Web browser using the
Java Virtual Machine. Applets can be included in HTML (or
XHTML) pages in the same way as an image or another
multimedia content, and they are executed in a sandbox, an
infrastructure preventing them from accessing client’s local
data (though there may be exceptions to this principle, and
in particular trusted applets). This kind of approach is very
powerful because applets can exploit all the Java API: they
can, for example, generate complex user interfaces, with a rich
multimedia support (e.g. 3D graphics, sound, movies), or they
can interact with server—side application via Web Services,
Java RMI (Remote Method Invocation) or CORBA. 1t is
possible to develop very complex applications using common
Open Source Java IDEs (like Eclipse or Netbeans) and run
them in web browser as applets. Though Java Applet can be
a suitable technology for many complex web application, it is
difficult to implement an interface agent with an applet because
of its lack of integration with the web browser. An applet is
in fact confined in a sandbox and cannot manipulate the data
of the page in which it is being executed. For example, an
applet cannot be used to extract all the links of the current

“http://www.sun.com/applets/
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user page. Another disadvantage of Java Applet is represented
by the requirements of the Java Runtime Environment: first of
all it is not available by default on all web browsers, moreover
it has a large memory occupation (around 20 Mb) and applets
cannot start until the Java Virtual Machine is running.

Flash® is a multimedia technology commonly used to create
animations, to build interactive web pages and to develop
client-side web applications. The flash files (called Flash
Movies) run in a virtual machine called Flash Player, that
is available for a wide variety of different browsers, platforms
and devices. The Flash Player is smaller than Java runtime
(less than 1 MB) and it is installed on over 500 million devices
and more than 97% of Internet-enabled desktops®. Moreover,
a Flash Player is embedded in many consumer electronics
devices, like Kodak EasyShare-One digital camera: the user
interface, built using Flash, enables simple navigation during
picture taking and sharing, and includes rich graphical scene
modes. Flash Movies can be programmed with a scripting
language called ActionScript, that is an ECMAScript’-based
programming language, object oriented, loosely—typed and has
a syntax quite similar to C. In contrast with JavaScript (which
is also ECMAScript compliant), ActionScript is compiled
into bytecode which is interpreted by a virtual machine.
ActionScript has a rich API supporting the elaboration of
numbers, strings, XML and graphical element (vectorial and
raster); it allows to play sounds and movies and to interact
with server side application with a fast proprietary protocol
(Flash Remoting®) or the slower SOAP (Simple Object Access
Protocol).

AJAX (shorthand for Asynchronous JavaScript and XML)
is not a technology in itself, but a term that refers to the use
of a group of technologies together [16]. In fact, AJAX is
a combination of JavaScript, DHTML (Dynamic HTML)°,
XML and the Remote Scripting (also described in [16]).
Remote Scripting is used to deliver content dynamically with-
out the need to refresh the page and DHTML is a method
for creating interactive web pages by using a combination
of a markup language (HTML) and a client-side scripting
language (JavaScript): one major use of JavaScript is to write
functions that are embedded in or included from HTML
pages and interact with the Document Object Model (DOM).
Other typical examples of JavaScript usage are: validating web
form input, opening popup window, playing sounds, changing
images size and performing text conversion operation. The
scripts can be embedded in HTML pages or contained in
Js files linked to the web pages. The overall AJAX web
application model, compared to traditional web applications, is
shown in Figure 5. Since JavaScript is an interpreted language,
errors are not detected until the faulty program line is executed.
Another problem of AJAX (and JavaScript in general) are the

Shttp://www.adobe.com/products/flash/

SNPD Online survey, conducted in April 2006

7http://en.wikipedia.org/wiki/ECMAScript

8http://www.adobe.com/products/flashremoting/

http://www.w3.0rg/DOM/faq. htmI#DHTML-DOM,
http://www.w3schools.com/dhtml/
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differences between different JavaScript engine implementa-
tions, so applications must be tested systematically on the
different target browsers and platforms. Nonetheless, AJAX is
not only a scripting language that supports a rapid prototyping
of web applications but it is also suitable for industry-strength
systems (from WebGIS applications like Google Maps'®, to
complex enterprise messaging and collaboration systems like
Zimbra'l).

To compare the different technologies, several sample ap-
plications that are available and freely accessible online can be
evaluated. In particular several instant messengers have been
implemented adopting Java Applet, Flash and AJAX technolo-
gies: for instance ICQ2Go!'? is is available both as a Java
Applet and as a Flash application and Meebo'? is developed
with AJAX. Despite all are instant messenger applications, the
user experience is very different: the Java version as ICQ2Go!
has a very long startup time and it requires a huge amount
of memory but it has most functions of the stand—alone ICQ
client application and it is able to communicate with the server
adopting the common ICQ protocol. The new Flash version
of ICQ2Go! and Meebo are comparable in terms of user
experience: both of them start much faster than the ICQ2Go!
applet, but they still have a very good look and feel and
an extensive set of functionalities. However, both the Flash
and the AJAX version required a special server—side wrapper
because they can communicate only with a XML protocol.

After the analysis of the various technologies, we have
chosen to adopt AJAX in order to develop the Interface Agent.
With AJAX, it is possible to create an agent hosted in the web

10http://maps.google.com/
http://www.zimbra.com/
2http://go.icq.com/

Bhttp://www.meebo.com/
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browser that remains alive and active during the visualization
of a web page. So it is possible to go beyond the classic web
request/response model and develop proactive interface agents.
We chose AJAX instead of Flash because it is possible to
develop AJAX applications with Open Source tools (in fact,
only a common text editor is needed). Today, a commercial
IDE is required to build Flash web applications; although
there is an Open Source ActionScript compiler'4, the lack of
a proper full-featured Open Source IDE and mature tools for
user interface drawing is a major drawback. Compared to Java
Applet, instead, AJAX is lightweight and better integrated in
the browsing environment: JavaScript functions have a com-
plete control on the page content while applets are confined
in a sandbox. This is a very important feature because the aim
of an interface agent is to interact with the user, so an agent
with more freedom of action over the interface can perform
its task more effectively.

B. The Interface Agent in the Overall Architecture

The interface agent starts its activity when a web page
of the site is loaded into client Web Browser. The first
action performed by the agent is adding to every link of
the page a parameter (called linkfrom) with the URL of the
current page as value. This action permits to identify the
source page of every subsequent request. For example, assume
that current page address is http://host/index.html, the
link <a href="events.html">Events</a> included in the
page will be rewritten as

<a href="events.html?linkfrom=index.html">Events</a>

Similarly, <a href="news.jsp?news=1">Events</a>
will be rewritten as

<a href="news.jsp?news=1l&linkfrom=index.html">Events
</a>

The content of the page is dynamically changed at client-
side by JavaScript DOM (Document Object Model), so the
original page on the server remains intact. DOM will allow
scripts to dynamically access and update the content, structure
and style of current page. The document can be further pro-
cessed and the results of that processing can be incorporated
back into the presented page. The agent doesn’t update every
link of the page, but only the HTTP links to the current site.
So links to other sites, or links to a FTP repository or mail
address remain unchanged.

The next action performed by the interface agent is
to call the tracker. If the current page is called with
the linkfrom parameter, this parameter is passed to the
tracker. The tracker uses this parameter to build the
traces. For example, if the URL of the current page is
events.html?linkfrom=index.html the user’s last page
was index.html. The tracker can add a trace for the current
user from index.html to events.html (or update an existing
one). The tracker doesn’t perform this operation itself, instead
it informs the user agent on the MMASS environment, which
is responsible for adding the trace. Then the interface agent can

Yhttp://www.mtasc.org/
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query the server to obtain the emerging links to be suggested to
the user.Suggestions are in fact generated on the server—side
and are published as an RSS'>(Really Simple Syndication)
feed. The agent suggestion request is managed by the user
agent (analogously as for traces). We choose RSS instead of a
proprietary format because this allows foreign interface agents
(other then our interface agent) to interact with the system.
The interface agents loads the RSS by using the
XMLHt tpRequest ! class, which allows to perform an asyn-
chronous request to the web server hosting the current web
page and to store the response in a local variable. The
response could be a XML document or plain text. In the
first case, XMLHttpRequest stores the retrieved data in a
DOM-structured object, which can be navigated using the
standard JavaScript DOM access methods and properties, such
as getElementsByTagName () and childNodes[]. The fol-
lowing code is an example of using XMLHt t pRequest to asyn-
chronously request the server side page suggestions. jsp:

req new XMLHttpRequest () ;
reqg.onreadystatechange processRegChange;
req.open ("GET", "suggestions.jsp", true);
reqg.send(null);

In order to find out when the method has finished retrieving
data, a specific event listener must be defined: in this case
the method is processReqgChange, reported in the following
code snippet:

function processReqgChange () {

if ((reg.readyState 4) && (reg.status
// Gets the items from the XML document
var xml = req.responseXML;
var items xml.getElementsByTagName ("item") ;
// Builds new suggestions

200)) {

var html = "";

for (item in items) {

var title = getValue(item, "title");

var link = getValue(item, "link");

// Adds a link and a carriage return

html += "<a href='" + link + "/>" + title + "</a>";
html += "<br/>";

}
// Replaces the content of the suggestions box
document .getElementById ("sBox") .innerHTML html;
}
}

Bhttp://www.rssboard.org/rss-specification
16http://www.w3.org/TR/XMLHttpRequest/
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This method of the interface agent parses the RSS document
and displays the suggestions in a box in the web page. This
operation is done by using DHTML: the agent searches for
the suggestion box (sBox) in the DOM of the page (which
is a tree representation of the page HTML source) and than
it replaces the content of the suggestion box with the freshly
generated one. The latter is based on RSS suggestions: for
each suggested page (represented as an item in the RSS) the
Interface Agent adds a link to the page and uses the title of the
page as label for the link. The following RSS is a suggestion
example:
<?xml version="1.0" encoding="UTF-8"7?>
<rss version="2.0"

xmlns:lintar="http://www.lintar.disco.unimib.it/">

<channel>

<title>Suggested contents for index.html</title>

<link>http://example.com/index.html</link>

<language>en</language>

<pubDate>Wed, 28 Jun 2006 02:28:19 +0200</pubDate>
<ttl>1</ttl>

<item>
<title>Events</title>
<link>http://example.com/events.html</link>
<guid>http://example.com/events.html</guid>
<lintar:usersTraces>75</lintar:usersTraces>
<lintar:onlineUsers>3</lintar:onlineUsers>
</item>

. more items

[

</channel>
</rss>

In this example, the first suggested element is the Events
page, whose URL is http://example.com/events.html.
The tags in the lintar namespace are our extension to
the basic RSS: the <lintar:onlineUsers> tag identifies
the number of users currently viewing the page and the
<lintar:usersTraces> tag represent the intensity of foot-
prints on the page, in the spirit of [6]. Footprints are signs
that one or more users have recently viewed the page. This
information is also displayed by the interface agent on the
suggestion box: the number of online users is displayed as
a picture of little red man and the presence of users traces is
represented by corresponding icon. The number of online users
and the intensity of footprints are displayed in a tip box that
it is shown when the mouse arrow is over the picture. It must
be noted that the interface agent does not just provide a “one
shot” behaviour. In fact, when initialized, it sets a timeout for
a cyclical invocation of its main execution cycle by the web
browser. In this specific application, in particular, it is this able
to update and refresh the indication on the presence of other
visitors and footprints on suggested pages. The overall cycle
of interaction between the interface agent and the back end of
the system is illustrated in Figure 6 and a screenshot of the
web page enriched by the interface agent is shown in Figure 7.

C. The Adaptation Strategy

Every MAS agent of the implemented system provide
personalized suggestions about items that user will find in-
teresting, according to the history of the user and to the other
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Fig. 7.

users path. These suggesting links have relationship with the
previously introduced traces, which represent behaviors and
movements of a user in a web site: the strategy which is
adopted to select the most relevant traces to be presented to
a given user considers the occurrence of trace generation and
the success rate of the traces that were proposed.

A first element of this strategy is adopted when new users
(or non authenticated ones) enter the site. In this case the user
has no previous history (or it is not possible to correlate the
user with his/her history), and the adopted strategy considers
all stored traces, not considering the user which generated
them. An additional information that is stored with traces
is the number of times that the related trace was effectively
selected and shown to a user and the number of times that
the related link was effectively exploited by a user. This kind
of information allows to obtain an indication of the success
rate of the suggestions that were chosen by the agent, and can
be exploited to select the traces to be shown in the adaptive
block. When the agent has an indication of the user which
issued the request, it may focus the selection activity to those
traces that compose the history of user’s activities in the
web site, in a web customization framework. In fact traces
include an indication of the agent which generated them, and
in turn agents are related to registered users. Moreover, in
order to focus on a specific user’s history but do not waste
the chance to exploit other users’ experiences, just two of the
three available slots for emergent links are devoted to traces
that were generated by that user and one is selected according
to the strategy adopted for anonymous or new users. Because
the time spent on a page had a strong correlation with explicit
interest [17], the adopted strategy uses this information to
refine the proposed suggestions.
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A screenshot of a web page adapted according to gathered traces.

An example of page adaptation refers to the adoption of a
recurrent trace leading from the index of the web site to a con-
tent page, that is not directly connected to the index but that is
visited very frequently. This kind of “vertical”’'” emerging link
is frequently observed in the prototypal implemetation of the
system, which is installed in a web site presenting information
about a research laboratory as well as information on courses
held by members of the group'®. Since the number of students
of some of these courses is very high, they frequently generate
traces connecting the index to the page related to those courses.
These traces represent effective shortcuts allowing to bypass
intermediate index pages related to education activities and
university courses. However, emerging links can also connect
pages deep in the site structure. For example, a page related
to a project might not be explicitly connected to another page
describing a particular modeling approach adopted in that
project, but a user might browse the web site and effectively
discover that page, causing the generation by the system of a
correspondant trace connecting the project and the modeling
approach. This trace might not be extremely relevant to all
visitors of the web site, due to the fact that this navigation
path will probably be not very frequent, but if the visitor is a
registered user the trace could be stored and suggested anyway,
since a number of slots in the adaptive area of the page is
reserved to user—generated emerging links.

This strategy for the exploitation of the gathered and stored
traces, based on users’ behaviours and movement in the web
site environment, represents a very simple way of exploiting
this kind of information without requiring an off-line analysis

"Here vertical is intended as describing the typical navigation path starting
from an index page and going deeper into the web site.
http://www.lintar.disco.unimib.it



of the logs generated by the web server. The design, imple-
mentation and test of more complex strategies, for instance
based on details of the outcomes of emerging link proposals
(e.g. which user effectively followed the suggested adaptive
hyperlink) are object of future works.

V. RELATED WORK

There are several different approaches and relevant ex-
periences in the area of web site adaptation, and some of
them are also related to agent technologies. In particular,
a relevant approach provides the adoption of information
agents supporting users in their navigation [18]. These agents
generally consider both the specific behaviour of the user and
the actions of other visitors, and adopt multiple strategies for
making recommendations (e.g. similarity, proximity, access
frequency to specific documents).

The Footprints system [6] instead provides a site optimiza-
tion through the metaphor of site visitors leaving traces in
their navigation. These signals accumulate in the environ-
ment, generating awareness information on the most frequently
visited areas of the web site. No user profile is needed,
as visitors are essentially provided this information which
could represent an indicator of the most interesting pages
to visit. The metaphor of the structure of the web site as
an environment on which visitors move in their search for
information is very similar to the one on which the proposed
framework is based, but we also propose the exploitation of
the gathered information on users’ paths for user specific
customization. Another interesting recent work [19] represents
an attempt to integrate interaction mechanisms similar to the
one adopted by Footprints, often referred to as stigmergic
interaction mechanisms [20], and cognitive agents. This line
of research could represent an interesting way to integrate the
proposed approach, which is able to generate and manage
awareness contextual information, with higher level mecha-
nisms and strategies of adaptation.

Other approaches provide instead the generation of index
pages [3], that are pages containing links to other pages
covering a specific topic. These pages, resulting from an
analysis of access logs aimed at finding clusters grouping
together pages related to a topic, are proposed to web masters
in a computer-assisted site optimization scheme. A differ-
ent approach provides the real-time generation of shortcut
links [21], through a predictive model of web usage based
on statistical techniques and the concept of expected saving
of a shortcut, which considers both the probability that the
generated link will be effectively used and the amount of
effort saved (i.e. intermediate links to follow). In particular,
this framework is very similar to the one proposed here with
reference to the aims of the overall system, but it incorporates
a complex algorithm for off-line analysis of logs, while the
proposed approach provides a light and dynamic generation of
most probable useful links and the storage of these proposals
and high level information on site usage for a possible further
off-line analysis.
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A different approach to web site adaptation provides the
adoption of a learning network to model the evolution of
a distributed hypertext network, such as a web site [22].
Also in this case the adaptation provides a modification in
the structure of a web site, and the concept of emergent
link and the underlying mechanisms present a similarity with
the learning rules adopted for that kind of learning network.
However that approach also provides a deep modification
in the architecture of the site and modifications in the web
protocols, while this work aims at providing a solution that
can be easily integrated with a traditional web architecture.
Moreover, recent developments of that line of research were
aimed at identifying analogies and relations among words by
means of web mining [23], rather than realizing adaptive web
systems.

The introduced system supporting web site adaptation seems
more similar to a recommendation system. A relevant type
of recommender exploiting users’ behaviours to decide which
contents could be interesting for a certain visitor is represented
by the collaborative filter approach [24]. The latter has been
adopted in different recommendation systems, filtering mail
messages, newsgroup articles and web contents in general,
but typically requires users to rate these items. Moreover,
it generally provides a concept of explicit users descriptions
through profiles which can be compared to determine similar-
ity among them. The idea is that contents that received a high
rating by a certain user could be considered interesting by a
similar user. The introduced system instead does not require an
explicit rating of contents, but it rather observes the frequency
of specific navigation paths, and exploits emergent links for
customization or optimization of site structure. However, the
adaptive block of the page can include emerging links that are
not related to the specific visitor who is currently browsing
that page, but were generated by other users which frequently
followed paths that the current one still did not follow.
From this point of view, the system provides a very basic
collaborative browsing scheme, but a more through analysis of
a possible integration with this approach is object of current
and future works.

VI. CONCLUSIONS AND FUTURE DEVELOPMENTS

This paper introduced a general framework providing the
adoption of a web site as an environment on which agents
related to visitors move and possibly interact. This approach
allows the gathering of a structured form of information on
users’ behaviours and activities in the web site. The concept
of emerging links and traces have been introduced in order
to support an application exploiting information on users’
browsing history for sake of web pages adaptation. The intro-
duced framework and the application to web site adaptation
have been designed and implemented, exploiting a platform
supporting systems based on the MMASS model.

A campaign of tests aimed at evaluating the effectiveness
of the adaptation approach, and also for sake of tuning
the involved parameters (e.g. timings, number of presented
possible emerging links) is under way. This evaluation will



be based on user interviews and also on the exploitation
of the gathered information of the success rate of proposed
adaptive hyperlinks. Such an indicator might be obtained as a
ratio between the number of times an emerging link has been
actually selected by a user and the total number of times its has
been shown. However, it must be noted that we currently do
not have an indication of threshold to discriminate successful
suggestions from unsatisfactory ones; a further analysis of
methods adopted to evaluate related approaches is currently
being carried out. The results of this evaluation might also lead
to consider the modelling, design and implementation of more
complex trace selection strategies, and thus a more complex
behaviour for the interface agent.

Future works will be focused on the introduction and
exploitation of higher level semantic information related to
the site structure and contents, and thus agents’ environment,
aimed at providing additional forms of adaptation, including
images and multimedia contents. While in [25] an analysis
on how a conceptual view on the topics may be used as
an additional level of description of the environment, another
aspect that will be considered is the possibility to improve the
effectiveness of web—based applications supporting processes
with adaptive functionalities. Finally, a further development
provides also the design and implementation of a prototype
supporting the context-aware interaction among web site vis-
itors. In this framework, the environment related to the web
site also supports the mutual perception of the agents situated
in it and it also supports a form of interaction among them
depending on their relative positions. The latter can be thus
considered as a form of context—dependant interaction. A more
thorough analysis of the possible applications of this approach
can be found in [25], and a prototypal implemetation of these
interaction mechanisms is currently under way.
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Abstract— In this paper we present an XML-based multi-agent
system, called Multi Agent System for Traders (MAST), that
completely supports Business-to-Customer E-commerce activi-
ties, including advertisements and payments. MAST helps both
customers and merchants in their tasks with a homogeneous
and personalized approach. In particular, E-payments in MAST
are implemented under the availability of financial institutions.
This avoids exchanging of sensible customers’ information and
reinforces the confidence between customers and merchants.
A complete prototype of MAST has been implemented in the
JADE framework, and it has been exploited for realizing some
experiments, in order to evaluate its performances.

I. INTRODUCTION

A great contribution to the Internet diffusion has been pro-
vided by E-Commerce (EC) activities, i.e. all trading activities
carried out by means of Internet. In [15] a classification of the
EC activities in homogeneous categories has been realized on
the basis of the typology of the traders and of the specific trade
activity carried out over the Internet. In this paper we deal
with one of these categories, i.e. the Business-to-Consumer
(B2C), that can be compared to the retail trade of traditional
commerce.

Nowadays, the B2C involves a large number of merchants
interested in offering products using a convenient media and
customers that desire to purchase those products. In this con-
text, customers and merchants can exploit different opportuni-
ties as: (i) absence of time and space boundaries; (ii) simple,
fast and comfortable purchases; (iii) low costs and several
sale terms available. However, a significant customer-merchant
distrust still persists, mostly due to the absence of personal
contacts and to a low acceptance of the e-payment methods
for security reasons. To capture the different phases carried
out by enacting a B2C process, some behavioural models
can be exploited, and particularly, in this paper we adopt
the Consumer Buying Behavior (CBB) model [8], where the
trading activities have been embedded in six different phases
(resp., “Need Identification”, “Product Brokering”, “Merchant
Brokering”, “Negotiation”, “Purchase and Delivery”, “Service
and Evaluation™).

This work presents a multi-agent framework to support B2C
activities of merchants and customers. Such a framework,
called Multi-Agent System for Traders (MAST), is composed
of a set of agents and a central agency. In particular, in MAST
each merchant and each customer is provided by a software
agent, managing a personal profile, able to support B2C

76

activities during all the CBB stages. The MAST framework
presents the following important features: (i) software agents
are XML-based to manage agent profiles and messages in a
light and easy manner and to realize agent communications in
ACML language [3], [7] assuring portability; (ii) an Ontology
is used as a common language for all agents allows to unify the
representation of products and categories belonging to various
catalogues; (iii) an e-payment protocol called AIPP (Agent
Internet Payment Protocol) [6], based on existing financial
institutions, is fully compliant with the standard FAST [2]
and it is used together with single-use account identifiers [18];
(iv) a central agency provides agents with some services and
cooperates with them to realize only the “Need Identification”
and the “Service and Evaluation” stages of the CBB model in
an efficient way.

The paper is organized as follows: the MAST framework
is presented in the following section. In Sect. Ill the AIPP
protocol is briefly illustrated and in Sect. 1V the adopted func-
tionalities for customer and merchant support are described. In
Sect. V the MAST prototype and performances are discussed.
Section VI deals with some Related Work and finally, in
Sect. VII, some conclusions are drawn.

Il. THE MAST FRAMEWORK

In the MAST framework, represented in Fig. 1, each cus-
tomer C and merchant M is associated to her/his personal
agent (resp., ¢ and m) and with her/his financial institution
(FI). All agents are logged into the MAST Agency (Ag). Both
agents and agency support B2C activities managing (in terms
of insertion, deletion and updating) their respective Knowledge
profiles. In this section, agents and agency will be briefly
described by illustrating their profiles and behaviours, while
the B2C support activities in the CBB stage are exposed in
Sect. IV.

A. The MAST Agents

In the following, U denotes the generic user (a customer or a
merchant) and a represents her/his agent. Each MAST agent
manages its Agent Knowledge (AK) profile, represented in
Fig. 2 and described by the following elements:

e« UD (User Data), contains the user’s name (Name)
and address (Address), login identifier (AcL), password
(AcP), real (Ac) and single-use (AcT") user’s account



following elements: visit counter (V' C); first visit (F'V),
one before the last visit (PV') and last visit (LV') dates;
product rate (R); a set (PASet), where each element
is associated to an agent that has been interested in the
product, and that is composed by an agent identifier (a[l),
the highest CBB stage reached and eventually the delivery
identifier (D) and the auction flag (A). More in detail,
the rate R represents the interest of a customer for a
specific product and it is updated (by a) when a CBB
activity is monitored by « using the following formula:

R=¢- 22:1[((6€Z)g%aizvf¥\)/))]

where: & € [1,---,5] identifies one among the first five
CBB stages; ¢ € {1; —1} describes the satisfaction of the
customer about a product (¢ is usually set to 1, but it is
set to —1 by the customer only if in the last and optional
CBB stage he/she is unsatisfied of the purchased product;
for a merchant, ¢ is always set to 1). Furthermore, the
differences among F'V, PV and LV are expressed in
days® beginning from F'V. Note that R depends on the
number of times that an activity has occurred in a CBB
stage, the relevance of the involved CBB stage and the
more recent accesses.

The information in the described structures are used by an
agent a to realize its goals, as explained in the following,
excluding the CBB support which is presented in Sect. IV.
More in detail:

« setup steps: semi-automatic procedures are activated to:

Fig. 1. The MAST architecture

identifiers, all referred to the user’s account into F'I. Note
that Ac and AcT include also F'I coordinates.

o AD (Agent Data), containing the user’s agent (al) and
Agency (Agl) identifiers and a pruning threshold (7°) to
delete uninteresting information from AK.

o O (Ontology). In order to identify products of interest
for the users, in our framework as Ontology we adopt
the North America Industry Classification (NAICS) [13],
which is an official hierarchical industrial classification
used in North America, employing unified evaluation
criteria. In MAST, the 6 digits NAICS code is used to

identify a product. It is clear that other ontologies of
this kind might as well be adopted instead of the NAICS
coding.

PD (Product Data) is a set of products, where each
product is represented by an identifier (PI) and described
by the following elements: NAICS code (N); model (M);
brand (B); price (P); currency (C); commercial unit (U);
auction flag (A) that is set to 1 if the product has a fixed
price otherwise it is set to 0; tax (X); benefits set (BSet),
eventually empty, of added values; delivery set (DSet),
that collects the delivery identifiers (see DD section)
related to the product.

DD (Delivery Data) is a set of elements, where each
element, represented by an identifier (DI), is described
by the delivery time (DT) and by the fixed (F) and
variable (1) costs. Note that DD collects the data of the
chosen delivery for a customer, while it collects the data
of the delivery he/she makes available for a merchant.
ADB (Agent Data Base) is a set of agent (and Agency)
data where each element, represented by its identifier af,
is described by its Internet address (aA) and by the date
of its update (a AU).

U P (User Profile) is a set of data that an agent a obtains
monitoring the CBB activities in the MAST environment;
for a customer its ¢ agent collects the data of the products
which the customer is interested in; elsewhere, for a
merchant its m agent collects the data of the CBB ac-

(i) set initially or update UD, AD, ADB, interacting
with Ag when it is needed as in the first a’s activation;
(ii) remove a from the system for an U’s request to Ag.
operational steps: a customer agent is automatically
activated (resp., deactivated) when a Web session starts
(resp., ends “per se” or for an explicit customer’s choice),
whereas a merchant agent is automatically activated
(resp., deactivated) when its site is on-line (resp., off-line
or for an explicit merchant’s choice). An agent performs
the following activities: (i) it sends periodically to Ag
its aA; (ii) it constructs its profile to support its user
updating its AK w.r.t. each agent contact and each access
for a product in one or more CBB stages; (iii) in order
to realize the first phase of the “Need ldentification”
CBB stage, in MAST a customer agent periodically sends
to Ag a list (L) containing the NAICS code of those
products that meet interests and preferences of its user,
ordered on the basis of their rate R; (iv) periodically each
agent prunes its AK from some evaluated unimportant
information on the basis of the values of the rating w.r.t.
the threshold 7.

B. The MAST Agency

The Agency Knowledge (AgK) profile is described by:
o AgD (Agency Data), that is composed by the Agency

Identifier (AgI) and Internet Address (AgA).

tivities carried out in the site by the agents of the various

customers for the products offered by the merchant. Each 1The choice of the day as reference time unit is due to the characteristics
. . . of the problem, given that purchases usually do not occur often in time (e.g.,

element of UP is reprgsented by_ th_e 'dent'_ﬂer PI (the each minute or hour). However, it is possible to change the reference time

same of the PD section) and it is described by the unit without influencing the generality of the model.
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AK
Agent Knowledge

Ac - Account identifier

AcT - single-use Account ident.
AcL -Account Login

AcP - Account Password

al - agent Ident.

Agl - Agency Ident.

T - pruning Threshold

UD
User Data

AD
Agent Data

......... [ N - NAICS COde
......... — M - Model
Ontology | |_ .. — B - Brand
— P - Price
R
Product Data [— U - Unit
......... [— A - Auction flag
PI - Product Ident. —— X - taX

BSet
Benefit Set

Extended Warranty Time
Extensive Service
ete.

DSet
Delivery Set

DD

Delivery Data

DT - Delivery Time
F - Fixed cost
V - Variable cost

a

aAU- Agent Address Update
aA - Agent Address

VC - Visit Counter

FV - First Visit

PV - Last but one Visit

LV- Last Visit

R - Rating
PASet

Product Agent Set

S - CBB Stage
DI - Delivery Ident.
A - Auction flag

Fig. 2. The Agent Knowledge (AK)

o ADB (Agent Data Base), that is a set of agent data
where each element, represented by its identifier al, is
described by: an Internet address (aA); the date of the a A
update (a AU); a list (L) of NAICS code referred to those
products of interest or preferences; the name (Name) and
address (Address) of the agent’s owner.

aPT (Agent Pruning Threshold) that is exploited to

deallocate long-time inactive agents.

The behaviour of the Agency consists of:

« affiliate managing steps: The Agency carries out the fol-
lowing operations automatically: (i) when it is required,
the Agency affiliates an agent sending it its Identifier and
at this point the agent is logged and operative; (ii) the
Agency updates the agent data when it changes; (iii) the
Agency stores, for each active agent, the current address
and the list L that the agent periodically sends to Ag;
(iv) if a user requires an agent deletion to the Agency or
if an agent is inactive for a time longer than the pruning
threshold a« PT', then the Agency deletes the agent and
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informs the community.

service managing steps: The Agency provides some
services to agents, namely: (i) the support to realize
some CBB stages efficiently as will be described in the
following; (ii) a broadcasting message service (e.g., to
provide an agent m offer to all agents c); (iii) a yellow
page service, where each affiliate can ask the address of
another MAST affiliate.

I11. THE AGENT INTERNET PAYMENT PROTOCOL (AIPP)

Payment schemes can be assessable with subjective criteria,
as customer acceptance or trust [14], and objective criteria,
as functionality and quality parameters like transaction cost,
security, privacy, etc. The presence of a network in a payment
scheme introduces new issues, absent in traditional scenarios
[1], [16], where: (i) identities of the transaction actors need
to be authenticated and validated; (ii) payments and their
effects guaranteed; (iii) operations, frauds and legal risks
minimized. In addition, an extended use of standard protocols,
existing products and services, payer anonymity, purchases
confidentiality and low costs are desirable.

Currently, the most used e-payment system is the credit
card, but in this case a credit card number should be provided
to the merchant; this could be risky because the card num-
ber is provided over Internet and/or stored in the merchant
site. The electronic cash systems cannot be used due to
law and crime prevention regulation/legislation [1]. Recently,
centralized account schemes have grew quickly in popularity
for their aptitude to integrate usual financial instruments in
a secure Internet transaction context. This payment family,
also proposed by well known financial institutions, includes
general purpose or e-commerce specific applications and can
be realized completely either in secure software or in secure
hardware.

A centralized account approach has been proposed in 1999
by the Financial Service Technology Consortium (FSTC) with
the Financial Agents Secure Transaction (FAST) project [5].
The FAST team has developed five payment schemes for
different scenarios (without specifying any detailed protocol)
based on financial institutions that manage user’s accounts
and agent technologies to take advantage from existing infras-
tructures. The main benefits are: (i) customers and merchants
with no common authentication mechanisms (FAST is not an
authentication model) are reciprocally authenticated by their
financial institutions when they log in their on-line accounts
with the usual procedures (commonly with login and password
over an SSL connection [4]); (ii) payments occur directly via
financial institutions to guarantee effective funds availability,
funds transfer and connected effects, but also promote credit-
push; (iii) interoperability among accounts located in different
financial institutions is easy to effect (as between two banks)
choosing among different transfer modalities usually available.
On the contrary, it is hard when accounts are located into
competitor payment systems; (iv) payments are carried out
by agents that replace customers and merchants in most
uninteresting and/or complex tasks.

The risks in FAST can be further minimized by transferring
funds over interbanking networks, assigning to each message a



time to live and a unique identifier, managing as much sensible
information as possible off-line, etc. The problems of security
communication among financial institutions, as those related
to defense against viruses or hacker attacks, are beyond the
FAST project objectives.

In this paper, we exploit the e-payment protocol AIPP
(Agent Internet Payment Protocol) [6], complying with the
FAST “pre-negotiation” scheme [2], together with single-use
account identifiers [18]. In AIPP a low amount of information
is exchanged without any explicit encryption level. Moreover,
AIPP adopts only asynchronous agent communications with-
out multiple Internet connections (other parties connected to
the infrastructure, such as Internet providers, are considered as
external risk factors). In this way, it is proposed as a potentially
well acceptable Internet financial transaction method able to
satisfy all issues of an e-payment scheme that have been
previously described.

IV. THE MAST SuUPPORT TO CBB ACTIVITIES

MAST provides a support, in accordance to the CBB
model, to customers and merchants in their EC activities. In
MAST, typical interaction between agents involves a customer
(C) with her/his agent (c) and financial institution (F'7¢), a
merchant (M) with her/his agent (/) and financial institution
(FIM), the Agency (Ag), a product (G) offered by a M.
The appropriate financial institution typologies are limited to
banks, card issuers or relevant financial organizations; further,
it is assumed that payers and payees can manage their on-line
accounts. In the following, the terms product and service will
be used interchangeable.

In MAST, to avoid possible attacks, single-use account iden-
tifiers (preserving also financial privacy) and a nonce (i.e., an
agent sender marker) are adopted, and a Time To Live (TT'L)
is used as message deadline for each agent communication.
Moreover, to promote trust among customers and merchants,
the AIPP protocol allows the F'Is to be third parties in a
financial transaction, still guaranteeing user’s privacy.

Notation and data contents of the messages used in MAST
to transfer in a consistent and efficient way the business infor-
mation are illustrated before describing the MAST protocol.
Note that the subscripts identify sender and receiver while data
is an XML document?, whose content is context sensitive (see
Table I). More in detail:

INF, ,(data): it requires/provides commercial informa-
tion about a product;

REQ_INV, n,(data): it requires an invoice for a product
offered by M,

INV,, (data): it contains the invoice required with
REQ_INV, p,(data);
PO¢ y(data): it s
INV,, (data);

the purchase order w.rt.

2MAST agents employ the eXtensible Markup Language (XML) [22] to
overcome several heterogeneity problems (platforms, languages, applications
and communication modalities) and to transfer business information in a
consistent way. Note that specific agreements must be established on the tag
semantic.
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TABLE |
MESSAGE SPECIFICATION

Message Content

A(aST, aR%, nc®, TTLY),

G(N,M,B,P,C,U, A, X, BSet, DD, CUR, FP)
A(aST, aRC, nct, TTLY),

G(PIM N, M,B,P,C,U A, X, BSet, DIM CUR, FP)

Message [
TNFgz,y

REQINVe,m

INVim.c H(aS™, aR™, nc™, TTL™, PII™),G(PI™M N, M, B, P,
C,U, A, X,BSet, DIM DD, F,V,CUR, FP),F(FITM
FIAM  AcTM)y

POc.m H(aSC, aRC, ncC, TTLC, PIITD),
F(FI11C, F1AC, AcTC | AddressC)

PEsy H(aST, aRZ, nc®, TTLT, PII™)

PAg .y H(aST, aR®, nc®, TTLT, PIT™)

o —r - T
MTO,_ 10 H(aST, aRC, ncC, TTLC, PIITT),

F(RITM FIAM  AcTM H(INVp, )
T T T T
HaSFI™ @rFIT ncFIY prpFIY prrm)

AMTO o

T T T T
H(asFTY orFIY pncFIY prpFIY prpm)

RMTO ¢
ACT.CODg 4
NEW-Alg 4
EVALcm

In the fi rst three CBB stage the messages can be addressed to ¢ agents chosen among
those listed in AD B or employing the Ag’s broadcasting messages service

H(aST,aRT, nc®, TTLT, PIT"),F(H(IN Vy, c))
H(aST,aRT, nc®, TTLT),F(AcTY)
H(a5C, aRC, ncC, TTLC, PITT)

PE, ,(data) (resp., PA, ,(data)): it notifies that the
payment has been performed (resp., aborted) w.r.t.
PO, (data);

MTO., prc(data): it is an irrevocable money transfer
order w.rt. INV,, .(data);

A_MTOC_’F]C (data) (I’eSp., R_MTOQF]C (data)): |t
notifies the MTO acceptance (resp., rejection) w.r.t.
MTO, prc(data);

ACT_COD, ,(data): it contains the MTO activation
code w.r.t. INV,, .(data);

NEW _AI, ,(data): it contains a new single-use account
identifier to be employed in the next purchase or sell;
EV AL (data): it is an optional evaluation of a pur-
chase.

A data XML document is structured in three sections
including:

1) H (Header) that is composed by: agent identifiers of
Sender (aS) and Receiver (aR); CBB Stage (S); Nonce
(nc) that is an agent’s marker; Time To Live (TTL);
Product Invoice Identifier (PI1).

G (Products) that encodes: Product Identifier (PI) and
the product data (N, M, B, P,C,U, A, X, BSet) previ-
ously described in Sect. 11-A; one or more Delivery Iden-
tifiers (DI) with the corresponding data (DD, F,V),
previously described in Sect. 1I-A; Commercial Unit
Required (CU R); Final Price (F'P).

F (Financial) is constituted by: Financial Institution
Identifier (F'11); Financial Institution Internet Address
(F'IA); Financial Institution Single-Use Account identi-
fier (Ac); User Address (Address).

The actions performed by agents in MAST to support
customers and merchants in their B2C activities during all
CBB stages are described below in detail for each CBB stage
and represented in Fig. 3.

a) Need ldentification Support: (£ = 1). In the first CBB
stage, customers identify their needs and merchants advertise
their offered products (G) to as more potential customers as
possible. In detail: (i) when an M wants to make an offer
about a product to potential Cs, he/she has to submit own
offer sends to Ag an INF,, .; (ii) in a first phase the Ag, on

2)

3)



the basis of the lists L provided by the ¢ agents, takes care of
sending the offer to the potentially appropriate ¢ agents, then
in a second phase the ¢ agents present such offers to their
Cs only if they are fully compatible with their interests and
preferences.

b) Product Brokering Support: (¢ = 2). This stage
occurs when a customer has identified a need and looks
for a suitable product to satisfy it. In detail: (i) C' can ask
information on the desired product typology to one or more
Ms by means of INF, ,,; (ii) all M s that have a product that
matches the C' request, reply with a new I N F,, . with all the
details of the products and commercial information.

c) Merchant Brokering Support: (£ = 3). A customer
identifies the most suitable merchant to purchase a product
carrying out the following actions: (i) If C' has sufficient
knowledge of the product details, a ¢’s message INF, ,, is
sent to one or more merchants; (ii) if there is a product that
matches C’s request, M replies with a message that reports
a complete description of the product; in such a way ¢ can
select the best product offer. Note that if in the previous stage
C' has received a sufficient number of INF,, . it is possible
to choose a merchant without carrying out this present stage
explicitly.

d) Negotiation Support: (¢ = 4). In this stage a pair
of customer and merchant define the purchase details. They
realize suitable strategies in a multi-round session for their
respective bids and offers presented by means of messages.
This stage is closed when an agreement is reached or the
timeout 7T L of the last message has elapsed.

e) Purchase and Delivery Support: (¢ = 5). In this
stage the customer purchases, pays and chooses a delivery
modality for a product offered by a merchant employing the
AIPP protocol where: payer and payee identities are authen-
ticated by their respective financial institutions during their
on-line accounts accesses (usually with login and password
over a SSL Internet session); payments occur directly among
the financial institutions; Single-use account identifiers are
adopted; No heavy protocol is needed; no sensible financial
and commercial information is exchanged to assure privacy;
financial institutions are third parties in the transaction to
guarantee customers and merchants. The actions performed
in this stage are: (i) When C wants to purchase a product
offered by M, he/she sends the message REQ_INV. .,; (ii)
m replies with TNV, . (a pro-forma invoice); (iii) ¢ logs into
FI€ and then orders a Money Transfer Order (MTO.,. prc) to
FIM payee; (iv) FI¢ accepts/rejects the MTO on the basis
of the existence of sufficient C’s funds and notifies to c its
choice with a A MTOpc . + a new single-use account

identifier (AcT) for the next purchase or with a
R_MTOpgc . message; (V) c sends a PO, ., to effect the
purchase order; (vi) m logs into FI™ and sends the required
payment activation code (H (I NV, .) to FIM; (vii) F I pro-
vides M with a new single-use account identifier (AcT') for the
next sell and sends to F1¢ the payment code (H(INV;,..);
(viii) if the activation code is the same as that provided by c,
then FIC effects the payment via FI™ and informs ¢ about
the state of success (PEg;c ) or failure (PAp;c ) of the
MTO process; (ix) if the payment has been performed by F ¢,
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Fig. 3. UML of the MAST support activities

then FI* informs m with a PEpju ,,, message, otherwise
after the TTL of the ACT_CODp v prec message FIM
informs m with a PAg,m ,,, of the sell failure; (x) finally,
m could however accept the payment informing FI*, and
consequently F7¢, or refuse it aborting the sale and returns
back the money to FI¢ by means of its FIM. At last FI¢
will inform ¢ whether the product has been purchased or not.

f) Service and Evaluation: (£ = 6). It is an optional
feedback provided by a customer to express her/his dissat-
isfaction about the purchase of a product, the merchant or
both. Two kinds of actions can be carried out by the customer:
(i) if the purchased product has been evaluated negatively, the
Rate R € AK will assume a negative value by setting the
¢ coefficient to —1; (ii) if the merchant has been evaluated
negatively, its identifier will be deleted from PASet (w.r.t. G),
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Fig. 4. The payment performances

then C' might decide to inform M directly, or in an anonymous
form by means of Ag, about her/his dissatisfaction.

V. SYSTEM PROTOTYPE AND EXPERIMENTS

A complete prototype of MAST framework has been im-
plemented in JADE [10], to test its CBB support activities
simulating either single or continued sequences of CBB pro-
cesses in a small B2C scenario®. Furthermore, to realize such
experiments some EC sites have been realized in XML. In par-
ticular, in this section the results of the “Need Identification”
and “Purchase and Delivery” stages are reported.

In the “Need Identification” the experiments have been
finalized to measure the customer satisfaction degree (C'SD)
computed as the number of merchants’ offers evaluated by
the customers as correctly filtered by the system. The filtering
process is carried out for each customer in two phases, the
first performed by the Agency and finalized to disregard im-
mediately all merchants’ offers clearly out from the customer’s
interests and preferences; while the second phase is performed
by the customer’s agent to realize a fine tuning of the filtering
activity on the basis of its profile. The tests have been carried
out by 19 customers, using their agent profiles previously built
on the basis of CBB activities carried out on XML EC sites.

More in detail, in the first phase on a total of 4750 merchant
offers (250 offers for each customer), randomly chosen among
the products offered in the XML EC sites, the agency has
correctly rejected 3154 of them and considered potentially
interesting 1596 offers. Then in the second phase, on the
remaining 1596 offers the customers’ agents have evaluated
surely interesting only 193 offers, but 79 of them were not
really interesting for the customers. In this way, we obtain a
global C'SD equal to 0,983. Note that we have set the filtering
parameters to avoid the rejecting useful merchants offers.

About the “Purchase and Delivery” stage, it is clear that
the cost located on the customers’ client side has a minimal
impact on the computational performance, since usually only

3The simulations have been realized by employing computers based on
single CPU (Intel Pentium 4, 3 GHz), RAM 2 Gbyte and O.S. Linux.

81

one MAST activity runs at a time. Conversely, a merchant
agent is associated with high computational cost, given that it
has to satisfy a large volume of processes at the same time
referring to different ¢ agents. Consider that the server has to
carry out other tasks for its EC activities that can absorb also a
significant amount of resources and that have been simulated
by assuming some different application costs as percentage of
all processes carried out by an m agent; besides, the Internet
cost can influence the global system performance and it has
been simulated by setting some delays in the communications
(tests were carried out on a 100 Mb LAN).

This procedure is surely a critical test activity, for the
necessity to coordinate more parties, sending more messages
and realizing some secure connections (S'S L connections have
been adopted in the tests). In the following, we employ this
process only in order to obtain a rough estimation of the
MAST computational efficiency in this CBB stage (keeping in
mind that the MAST approach has anyway other significant
benefits provided by the authentication mechanism and pay-
ment security level). In particular, the time necessary by the
merchant’s server to complete a sequence of 1000 “Purchase
and Delivery” transactions for different application costs and
network delays is represented in Fig. 4. Note that some steps
occur using no secure connections and other occur on a
simulated reserved banking channel.

The experiments suggest some considerations about the
implemented MAST prototype and experimental results ob-
tained. Using the MAST prototype, all CBB activities have
been correctly carried out, customer and merchant profiles
have been initialized, correctly updated and all our project
goals have been meet, showing the capability of MAST to
provide proper support to customers and merchants in EC
scenarios. The experimental results obtained, even though they
have only an indicative meaning both for the initial scenario
assumption and some compulsory rough simulation show
interesting performances in terms of efficiency, effectiveness
and time employed.

V1. RELATED WORK

The various aspects connected to the B2C have been dealt
with in a very large variety of scientific works; some works
which to our knowledge come closest to the material presented
in this paper will be mentioned in this section.

The role of software agents in the EC has become very
relevant, as proved by the large number of models and
architectures proposed in literature and the state of the art
has been investigated in a significant number of surveys
[8], 91, [11], [12], [15], [19], [23]. The main opportunity
offered by multi-agent systems is to support customers and
merchants in performing their B2C activities. In the CBB
context, MASs were traditionally focused on only in a few
stages, usually “Merchant Brokering” and/or “Negotiation”
stages, but progressively their support has been extended to all
CBB stages (hote that many MASs for B2C do not explicitly
use the CBB model, but their activities are easily brought back
to it). Furthermore, only a restricted number of MASs adopt
one or more existent payment schemes explicitly, while the



largest part of them just ignore the issue or record that a
payment has occurred. Finally, since there is a large variety of
protocols and communication languages that MASs adopt in
B2C, these will not be specifically addressed here. In particular
we propose the following three approaches:

« MAGMA [20] proposes a MAS for a free-market ar-
chitecture based on messages. In MAGMA the agents
are monitored by a central administration, only par-
tially automatized; agents provide some trading strategies,
independently by the users’ behaviour, and can form
agent alliances. Financial services for EC activities are
provided, in a secure way, by a virtual bank that manages
specific agents’ account.

CASBA [21], resulting from a CEE ESPRIT Project, im-
plements an Internet agent-based marketplace supporting
all CBB stages, in a flexible way with different auction
types and dynamic negotiations, and some commercial
payment schemas. CASBA employs Java, JavaScript,
CORBA and XML technologies, while advertising is e-
mail based. XML eases matching the data structures of
the CASBA ontology with those of the client database.
In [17] a model representing ontologies in a B2C scenario
is proposed and a multi-agent architecture based on such
model is described. It realizes a virtual marketplace agent-
based where customers and merchants are supported by
exploiting a representation of the concepts and behaviour
involved in their EC world. Here, an agency has a central
role as mediator in coalition formation, agent communi-
cations and in virtual auctions. No payment scheme is
supported.

This aforementioned work exploit multi-agent systems to
support B2C activities. They are explicitly CBB based or
partially consistent with it. Customer interests and behaviour
are taken into account in [17] where, similarly to CASBA,
authors exploit XML to realize a unified representation in
order to reduce the impact of heterogeneities. Payment issues
are handled in MAGMA and in CASBA differently from
MAST. Finally, MAGMA is designed to support also hetero-
geneous agents whereas CASBA, [17] and MAST deal only
with homogeneous agents.

VI1lI. CONCLUSION

This paper describes MAST, an XML-based multi-agent
system to support customers and merchants in a suitable,
homogeneous and personalized way, taking into account their
interests on the basis of the behaviours shown during their
B2C activities, represented as in CBB model. Furthermore,
the opportunities offered by XML (for agent profiles, the
messages, the inter-catalogue representation of products and
categories and the agent communication language) are used
along with those of a secure centralized payment scheme,
based on existing financial institutions and single-use account
numbers (payments happen only among financial institutions,
over reserved communication channels, by preserving financial
anonymity and confidentiality and benefiting of an existing
authentication mechanism). Some results of experimental sim-
ulations in a small B2C scenario, carried out using a Jade-
based prototypal implementation of MAST, are presented.
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As for ongoing research, a development of MAST is
planned by the introduction of different behavioural models
taking in account emerging behaviours in the B2C area, such
as formation of coalitions or the EC-site visiting.
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Abstract—In this paper we present J-ALINAs, a JADE-based
Architecture for LINguistic Agents.

The purpose of this architecture is to support communication
between agents whose beliefs and intentions are driven by
different, heterogeneous, knowledge models. This objective, often
referred in literature as semantic coordination, can be carried on
through the identification of specific agent roles and behaviors
dedicated to the mediation of agents’ knowledge.

In particular, such minimal hypotheses suggest an intelligent
exploitation of natural language based technologies (resources
and systems) as a necessary choice for capturing those similarities
between the different knowledge models of agents trying to
communicate, which are not in any way formally ratified.

We aim to provide a flexible framework to be adopted in open
multi-agent environments across different scenarios, providing a
further abstraction level from the underlying details related to
specific semantic coordination approaches; a high-cohesion and
low-coupling design, and an agent-interaction protocol make
possible for the architecture to face non-ideal use cases optimizing
the communications among the agents.

We discuss significant design issues, provide a prototypical
implementation based on the JADE platform and a case study —
MAPLE - integrating an ontology mapping component in the
framework, showing flexibility of the architecture in real
applications and its independence from any specific mapping
algorithm.

Finally we will look at the semantic coordination protocol we
designed from a strictly formal perspective, providing a CCS
(Milner’s Calculus for Communicating Systems) description of the
protocol itself.

Index Terms—Semantic coordination,
cooperating systems, intelligent agents.

ontology mapping,

I. INTRODUCTION

Enabling communication between heterogeneous semantic
peers (agents, semantic web services etc...) is a fundamental
issue for the developing of the Semantic Web, especially in
relation to the high levels of heterogeneity, evolution,
distribution and autonomy of information which already
characterize the Web as we know it now.

For the agents to be able to carry out the tasks they were
designed for, they must impact the communication barrier
between themselves: they will have to make their services
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available to the community, and recognize those of other
actors in the community (to whichever extent it is considered,
up to the Web as a whole); recognize, interpret and respond
properly to communicative acts initiated by other agents and
understand messages’ content.

Although an important effort has been done by FIPA
(Foundation for Intelligent Physical Agents) towards a
standardization of agent platforms and agent message
transport, too many dimensions of variation still are to be
taken into account.

First of all, while adherence to the FIPA message protocol
grants agents with the ability to establish a communication,
distinguish between requests and responses, and bind them to a
given subject of conversation, nothing is said about the real
content of these messages, thus making impossible for agents
belonging to different communities to actually communicate.
We still have to cope with the heterogeneities of agent
societies and, mostly, with the diversities in agent frameworks
design which are often developed for ad-hoc environments and
applications. All these aspects represent a threat against large-
scale interaction among different multi-agent systems.

If peers were able to autonomously discovery each other’s
services and to identify the specific problems which impede
their communication, it would be much easier to devise
solutions for supporting their communication, having a solid
base to address the impedance mismatch among agents’
different knowledge representations from a shared starting
point.

II. OUR APPROACH

In a scenario like the one depicted above, it appears evident
that agents cannot rely on any shared form of understanding,
their inner knowledge, as well as the functionalities they
expose, being expressed and modeled upon ruling principles
which are not known a-priori.

Our approach aims to:
identify the fundamental actors and roles involved in the
semantic coordination activity
define agent-based mediation paradigms,
design an agent-interaction protocol to support semantic
coordination in a flexible fashion, and
model the semantic coordination process giving the
designed framework a high abstraction level from the



specific instance of the process itself.

Following these guidelines, we designed and developed
J-ALINAs', a (JADE based) Architecture for LINguistic
Agents: an agent framework for supporting semantic
coordination between heterogeneous semantic peers. Main
feature of this architecture is the abstraction from the way
actually semantic coordination is carried out by a specific
instance of an agent system, still considering it the main shared
goal for the community. While abstraction from the techniques
is maintained, on the contrary, it is important to identify the
different kind of resources which may play a role in the
process, in order to make them available when their
contributions is required. In particular, we consider as
necessary an intelligent exploitation of natural language (from
which the name J-ALINAs arises) resources and processors, as
language is the sole form of shared knowledge which is
inherently adopted when expressing (through label descriptors,
concept documentation etc..) the formal content of knowledge
models and resources.

Moreover, we achieved a clear distinction between decision-
making and service-providing competences, realizing a crucial
separation between specific problem-solving skills and
strategic knowledge about their composition to address a
complex target, shared among the system’s agents.

This allows to analyze new problems simply rearranging
existing elements, and to improve or add functionalities
without necessarily modifying the entire system.

III. PREVIOUS WORKS

A. State-of-the-art

A lot of work has been done by researchers towards flexible
architectures to support semantic coordination in open multi-
agent systems.

In [5] a three-layered peer-to-peer approach to ontology
integration in a multi-agent system is described, to manage and
deploy ontologies in a broad range of dynamic environments.

Within a multi-agent system however each agent expresses
its own conceptualization, and in open systems interoperation
between agents has to take into account their heterogeneous
nature and background, that will likely take them not to fully
understand each other, because of semantic misalignments
which can easily arise.

A major requirement for agents interoperability [3] is for the
semantic integration to be dynamic, that is, computed on-the-
fly and not on the basis of pre-engineered mapping documents
(which, even if considerable, may not always be available for
any two given knowledge models). Agents shall have to be
self-describing, and be able to characterize themselves, thus
putting other agents in the condition of identifying the ones
they need to cooperate with, in order to successfully
communicate and exchange information towards a shared goal
— that is in our case the agents’ ontologies mediation.

To put it in Burstein’s and Uschold’s words [3], “every agent

! http://ai-nlp.info.uniroma2.it/software/J-ALINAs
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must, in effect, wear its description ‘on its sleeve’”.

Moreover, some interesting links between multi-agent
systems and grid computing are given in [7], the formers
complementing the latter for efficient services management
without a-priori agreements, standing that multi-agent systems
are groups of agents interacting and autonomously
coordinating to satisfy a set of shared goals.

B. ALINAs: an open interacting-agent architecture

ALINAs [8], an Architecture for LINguistic Agents,
developed by the Artificial Intelligence group of Tor Vergata,
and former incarnation of the architecture which is presented
in this paper, provided a set of three different classes of
intelligent agents dedicated to supporting linguistic
communication, each of which exhibits specific features
related to the particular task it has been designed for:

resource agents, which represent the beneficiaries of
the communicative process, bearing some form of
knowledge which need to be mediated against the one of
other resource agents in the community
service agents, providing support functionalities and
holding responsibilities for some complex tasks
occurring in the process
control agents, having thorough knowledge of the
problem to solve, control functionalities and decisional
power in the agent society
This classification provides enough abstraction to ensure an
incremental approach to systems development, whereas
developers can focus on informative sources and resource
agents and start to use available information before they design
more advanced components in the system.

C. Linguistic Watermark and Semantic Coordination

As stated in [10], in order to make ontologies more prone to
be mapped in distributed contexts, we believe it is necessary to
revise the ontology development process to include, as a
necessary part of this activity, the enrichment of ontology
content with proper lexical expressions in natural language,
such as synonyms and free natural language documentation,
possibly in different languages.

Linguistic enrichment of ontologies (this is the name we
gave to the process here described) requires a proper
exploitation of several linguistic resources, which, due to the
lack of defined standards for representation of linguistic
knowledge, often differentiate upon many aspects, like
structure, semantics, granularity of their content and
representation. This strong heterogeneity led us to the
development of the Linguistic Watermark [1], which is both a
package providing generic abstract classes and interfaces for
allowing uniform access to different linguistic resources, as
well as a set of descriptors for identifying the characteristics of
the accessed resources. These descriptors are important in our
environment, as they allow agents to choose the linguistic
resources (and thus contact the agents which grant access to
their content) which are more appropriate for supporting a
given communication.

Following the same intuition, it is also important, should an



ontology have been already linguistically enriched, to know in
advance to which extent and through which modalities this
enrichment process has been conducted. In our framework, this
information is represented by the Ontological Linguistic
Watermark [10], a collection of meta-data descriptors (see
Figure 1) which expresses information about the (natural)
language(s) adopted in describing ontology contents, and
(eventually) about the linguistic resources which have been
used to do that. These metadata play a central role in the
semantic coordination phase we will describe extensively in
section V.

<Linguistic Watemarl> :

:= [ ontology enriched by: <linguistic resource> }

i 1icResourceURI>,
[ sanant:i.c_enricl'mnt | Jirguistic_mricl’nent,<ls:19uag€> 1
<enrichment modality>

<em‘ichm:—n:_ mocality> ::= [ s@arvised_amric:‘ment auta'raﬁc_amidmt 1
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rage>, <linguistic coverage>

Figure 1: Specification of the Ontological Linguistic
Watermark

D. MAPLE

MAPLE is a plug-in for the Ontology Editor Protégé [4],
developed at the Artificial Intelligence research group of
University of Rome, Tor Vergata, aimed to integrate ontology
mapping facilities into the Protégé [4] Ontology Editing Suite.

It relies upon external linguistic resources — compliant to the
Linguistic Watermark package — to obtain further information
useful to find semantic correspondences between ontologies.
The mapping process, before a deep inspection of the semantic
characteristics of the two ontologies, preliminarily requires, at
the linguistic level, to search for alternate expressions
(synonyms) and/or glosses for the labels which describe
ontology content, and also to identify proper translations in the
more complex situation occurring when ontologies are labeled
using different (natural) languages.

IV. J-ALINAS’ ARCHITECTURE

A. The big picture

The generic meaning negotiation process between semantic
peers usually has to start with a first hand-shake, in which
information about the peers’ respective knowledge is
exchanged (in the form of ontology namespaces, as an
example). Should the two agents find that they are not able to
communicate due to any form of incompatibility between their
form of knowledge, they will first try to coordinate in order to
invoke the figures which can support their communication.

Suppose an agent wants to query a search engine, to obtain a
link to a remote document; so far the scenario is particularly
known (Figure 2). We then introduce this situation in the
Semantic Web context, whereas documents will be expressed
against a formal description of the content they describe: an
ontology.
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The agent, to effectively understand the document’s content,
will likely have the need to find mappings between its set of
beliefs and conceptualization (its ontology), and the ontology
the document is referred from.

To carry out the meaning negotiation and reach a knowledge
model which is acceptable for both peers, the agent will
request mapping service to a dedicated agent; the latter will
take control of the whole negotiation process and will
eventually need to request other agents’ support or information
regarding involved ontologies.

However, it is particularly interesting, again, to notice how
this scenario is independent from the mapping techniques the
dedicated coordinating agent will implement, whether they be
based upon finding lexical anchors upon mapping documents
or aimed to spot schema-level similarities, or to perform a
combination of both.

The JADE® platform has been adopted to provide a
prototypical implementation of the framework, in order to
obtain a fully platform-independent prototype. JADE actually
simplifies the development of agent platforms through a
middleware complying to FIPA standards, implementing some
of the required agents for the platform to be FIPA-compliant,
and allowing agents to be movable from one machine to
another.

DocuMENT

< %

RESPONDER
(OnToLoay B)

—1

TRANSLATOR
MAPPER
REQUESTEAR INGUISTIC
(OnToLogy A) ESOURCE

Figure 2: A generic application scenario

B. Agents and roles

J-ALINAs maintains much the same classification of agent
roles which has been presented in section III.B, and more in
details in [8] and [9]. Yet this approach is not to be intended as
a rigid one: indeed the boundary between — for instance —
service and resource agents will sometimes be not so clear, and
will be possible for an agent to behave on both sides.

For this reason we believe it will be in certain
circumstances — more correct referring to resource, service or
control roles rather than agents, since an agent could embody
more than one role in the mediation process.

In other words it will not necessarily exist a straight 1-to-1
relation between an agent and the role it assumes in the

2 http://jade.tilab.com



society, even though in the following paragraphs we will
suppose it to exist, merely to have a distinct view of the
identified competences. Here follows a more detailed
description of the roles we have mentioned so far.

Linguistic agent
Linguistic agents encapsulate one or more linguistic
resources, and provide an interface to access their content,
through different kind of services.
The agent registers itself at a Directory Facilitator (DF)
living in the agent platform, and publishes its services and the
resources’ URIs.

Ontological agent

An ontological agent is — together with the mapper agent —
one of the fundamental actors of the process: usually it is such
an agent to start the semantic coordination procedure and to
request a conceptual mediation against another agent’s
ontology. He shall then assume the requester role (with this
name we will refer to the ontological agent requesting the
meaning negotiation), and choose the responder (the
ontological agent holding the destination ontology); after that
he will query the DF to search agents providing mediation
services. We will discuss the handshaking phase in details in
section V.

For the semantic coordination to take part in an effective
way, each of the ontological agents willing to communicate
publish a fingerprint of the conceptualizations they
encapsulate (the Ontological Linguistic Watermark, OLW),
containing information about the linguistic enrichment
processes (as described in section III.C) which contributed to
describe their knowledge content. As the ontology may have
not been subject to any linguistic enrichment process at all, the
OLW may even be reduced to the sole information about the
idiom used to represent its concept identifiers. By comparing
ontologies’ watermarks, the mapper agent will then be able to
easily decide which supporting agents are likely to be
contacted, and negotiate the (natural) language(s) to be used
throughout the whole mapping process.

Mapper agent

The only agent in the society to have the needed intelligence
and a thorough knowledge of the problem, of the actors and of
the methodologies to be applied to carry on a meaning
negotiation activity, is the mapper agent.

We first need to distinguish between two different kinds of
mapper agents: those which provide semantic coordination
facilities by inspecting available ontology mapping documents,
that is, resources available on the web which state conceptual
correspondences between ontology resources, and those which
offer the same service by computing those correspondences
on-the-fly.

The first agent will mostly carry on basic look-up over
available mapping documents (even more than one, as agent
ontologies may have been built compositionally from several
available smaller ones), supported by inferential abilities to
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entail new mappings other than those which are explicitly
declared.

For those cases where mapping documents are not available
(or they do not cover completely the addressed
conceptualizations) — presumably not a small fraction of real
world situations — the second kind of mapping agent is
invoked to try to individuate and establish possible semantic
similarities by inspecting the structure of the two ontologies
and by exploiting information provided by linguistic agents.

C. The agents’ behaviors

We designed a set of JADE behaviors, realizing the
system’s reactive layers hierarchy. In the following paragraphs
we will describe the most significant ones, moving our
perspective from one agent to another.

1) Linguistic support to ontology mapping

The behavior encapsulating access to linguistic resources
and providing linguistic support to the ontology mapping
process is a cyclic one, enabling the linguistic agent to react to
mapper agent’s stimuli. In other words it models a simple
reactive behavior, implementing a reactive agent paradigm.

A linguistic agent in the setup procedure will add an
instance of such behavior to its execution queue; it will
eventually reply to queries originated by the mapper agent with
semantic anchors for the particular term, or with a
NOT_UNDERSTOOD FIPA message performative in such
cases where the query is malformed (or, more simply, out of its
comprehension).

Queries are matched by the agent against an application-
defined message template, providing developers with high
freedom of choice with respect to the type and number of
linguistic services the agent publishes in the system.

The linguistic-querying task is delegated to a specific
behavior residing in the mapper agent (Figure 3), which is
responsible for persisting anchors upon the agent itself;
however the concept of persisting anchors is absolutely
abstract for the framework, and it is responsibility of the
application developer to implement the persist and retrieval
functions.
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Figure 3: Interaction between mapper agent and linguistic
resources

2) The twofold ontological agent behaviour
The provided ontological agent paradigm has been designed
to act indifferently as requester or responder in the mapping
process. We actually reckon this has positive implications



whether towards bidirectional knowledge mediation between
agents, and the integration of the application-specific
ontological agent into the surrounding environment, reducing
the number of different actors for the developers to take into
account.

If the agent is required to act as requester in the process it
will start discovering the surrounding environment, contacting
agents and handshaking them.

Otherwise, if the stimulus is a PROPOSE FIPA message
performative, the agent will eventually accept to participate in
a mediation and wait for a mapper agent to ask for its
ontological linguistic watermark or information about its
ontology’s concepts and relations among them.

3) The ontological agent’s introspection

Concurrently, the ontological agent runs an instance of a
simple reflex behaviour aimed to answer specific queries about
ontology’s instances, properties or relations among concepts.
This behaviour can be exploited by developers to fit messages
exchange among agents to support the specific mapping
algorithms, and does not affect the handshaking procedure at
all.

4) The generic ontology mapping process’ instance

Modules providing ontology mediation based upon external
linguistic resources have been designed to give the
handshaking procedure a well-known form, and at the same
time to give developers using the framework the chance to
easily extend the system with custom behaviours encapsulating
application-specific mapping algorithms.

Indeed, after the handshaking phase took place the mapper
agent shall own all the elements needed to conduct a generic
ontology mediation, and to effectively decide which other
agents in the society are likely to be involved in the process; in
other words we provide developers embracing J-ALINAs
architecture a solid and shared base to design their application
on, building a further abstraction level from the underlying
environment.

The abstraction itself comes to evidence even from a strictly
sequential perspective: because every mapping process starts
with a communication among agents and the system’s
facilitator whereas the agents discovery the surrounding
environment, we reckon it is convenient to let developers the
chance not to care — to some extent — about the coordination
and synchronization layer, focusing on their system’s peculiar
aspects.

V. SEMANTIC COORDINATION:
THE AGENT-INTERACTION PROTOCOL

The interaction protocol for the semantic coordination is
intended to be the whole project’s keystone, designed to adapt
itself to different situations, minimizing the number of
messages the agents must exchange — as it is normal to expect
in a distributed environment to achieve their
communication’s main purpose: the mapping of agents’
ontologies (or, more specifically, of the concepts they need to
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express in their communication).

Throughout the protocol requisite elicitation and analysis
phases, the chance for an agent to embody more than one role
in the mediation process initially emerged as a problem:
indeed, this implies the agent to be aware of its manifold
functions while interacting, discovering and choosing which
other agent to query. For instance, an agent implementing both
the mapper and the ontological paradigm could prefer to rely
upon its own mapping skills instead of contacting a third-party.

This brought the need for the protocol to adapt itself to
variations in the system’s fopology (Figure 4) and in the
message flow among agents, and at the same time to ensure
developers freedom of choice in deploying functionalities on
application-specific agents.

deregister fom DF

register to DF

\\\\\

LinguisticAent /L |

send wetermark to mapper

send concept to map

Figure 4: J-ALINAs use case diagram

After the setup phase, the agents are in a stand-by state.
Whenever the requester receives the stimulus to initiate the
process, an handshaking activity (Figure 5) introduces the
communication. The DF will be queried to discover which
other ontological agents are living on the platform. The
requester agent will then elaborate the search results, and
choose the passive agent (responder) in respect to fully
application-defined criteria.

The mapping proposal is sent to the chosen responder agent,
who will eventually accept the proposal, notifying the
requester with an ACCEPT_PROPOSAL FIPA message
performative including its ontology URI.

The requester will then query the DF asking for the presence
of formal-model based mapper agents providing mappings
between its ontology and the requester’s one.

Whether such an agent exists in the platform, the
handshaking phase stops here, and comes the time for the
requester to start querying the mapper with concept-mapping
requests.

In the other case, another query is submitted to the DF, this
time looking for the existence of a mapper agent based upon



external linguistic resources exploitation. If the query is
successful, the requester shall choose which mapper agent to
contact and send out a PROPOSE message performative,
waiting for the eventual acceptance from the counterpart. The
proposal message will include the agent’s ontological
linguistic watermark and the responder unique identifier.

Hardsheke
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Figure 5: Handshaking - sequence diagram

The semantic coordination is now complete: the mapper

agent has all the information needed to negotiate the natural
language to use throughout the mediation, and choose which
other agents to contact; the actual ontology mapping process
can now start. Whilst no other agent was holding control of
each others’ actions and of message flow in the system so far,
now the decisional power goes completely to the mapper
agent.
The adoption of such a protocol does not violate the dynamics
of the process and the heterogeneous nature of actors which
are typically associated to the idea of Semantic Coordination.
On the mere perspective of ontological agents (which could be
considered as the end users of Semantic Coordination), they
just need to be aware of the existence of Mapping Agents
willing to help them in the process of communicating with
other agents based on different kind of knowledge, and
implement (as they are expected to do in whatsoever scenario)
basic speech acts for requesting their help. Knowledge of an
ontological agent’s own linguistic expressivity is also
requested in our paradigm, but this in line with recent trends in
the Semantic Web area, where ontologies need to be expressed
in a linguistically motivated fashion [2,7], possibly considering
integration with existing linguistic resources [1]. The core of
the mapping process is then delegated to service agents and
resource agents, thus not requiring any strict protocol to be
followed by ontological agents.
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VI. A CASE STUDY: MAPLE

As anticipated in III.LD, MAPLE is a Protégé plug-in
integrating ontology mapping functionalities in the Protégé
ontology editing tool. MAPLE also provides ontology
mapping as a standalone process, though it is not conceived
for a distributed environment.

We succeeded in abstracting MAPLE’s algorithms and their
relations with linguistic resources from its original scope, and
provided an implementation for a mapping agent which fits in
a distributed environment according to the described
framework.

From MAPLE’s algorithms’ analysis what soon emerged is
a linear relation between the cardinality of the target ontology
and the number of gueries the mapper agent is supposed to
submit to linguistic resources (especially for the resource
which is expressed in the natural language adopted for the
communication). Standing on MAPLE mapping algorithms,
not all the queries can be estimated in advance and sent as a
unique request to a linguistic agent, thus requiring an heavy
communication load between the mapper and the linguistic
agents. This makes unacceptable the approach with
autonomous linguistic agents to hold information sources,
because the size of the involved ontologies is obviously not
estimable in advance.

So we looked for a trade-off between the mapping process’
distribution and the communicational complexity among
agents: this resulted in one single agent implementing both the
mapper and the linguistic agent paradigms. This way we kept
constant and independent from ontologies’ size the number of
messages to be exchanged in the system, encapsulating in a
single agent — thus in a single physical host — mapping
algorithms and linguistic resources accesses.

The eventual need for a translation phase can easily be
delegated to an external agent: the label(s) associated to the
concept to map can be sent to a linguistic agent providing the
translation services which will then send back to the mapped
the translated terms; the mapper will then try to individuate the
right translations among those provide by the translator, and
then start to work in the language it is specialized in. This
particular framework individuates a specific figure for
mediation, given by a mapper agent which is particularly
proficient in one (or more) idiom and which must be contacted
only when its idiom pertains to at least one of the
communicating ontological agents’ OLWs.

VII. CONCLUSIONS

One of the most interesting perspective to look at JADE —
and obviously at JADE-based systems — is the possibility to
easily design — through extremely interesting extensions such
as JADE-LEAP (Light Extensible Agent Platform) — agents
living in mobile platform and devices.

Looking at the Semantic Web evolution together with the
proliferation of wireless devices — PDAs and mobile phones —
it becomes quite clear what the web is likely to become in the
next years: a dense and highly dynamic network, populated by
a multitude of nomadic elaboration nodes able to understand
information sense, communicating in a more effective and
intelligent way.



We believe it is natural — to some extent — to look at these
nodes as autonomous entities communicating in a peer-to-peer
fashion, living in an heterogeneous environment, providing
and asking services one to each other; that is, actually, as
agents.

As we already discussed, semantic coordination will be an
essential and binding part of this communicative process:
when most of the information will be expressed with respect to
these specifications; knowledge mediation will be a very
frequent runtime process, providing the base for mutual
comprehension between systems.

Also, we believe a distributed approach has to be considered
fundamental. This is one of the most interesting perspective to
look at our work, which is actually providing a flexible
framework for multi-agent systems development in response to
the different needs coming from several backgrounds and
practical applications.

We took into account the communicational effectiveness and
efficiency, providing the framework with enough granularity
to let developers easily control and keep constant the number
of messages exchanged by the agents living in the particular
instance of the system, leaving open the road to developments
in scenarios with very specific constraints like those expressed
in the mobile computing area.

APPENDIX

The handshaking procedure: a formal review

In this paragraph we will give a — simple — formal
description of the handshaking phase and the coordination
protocol we designed, through Robin Milner’s Calculus for
Communicating Systems (CCS), [6]. More specifically, what
we will do is looking at each agent of the society as an
independent process, and model its behaviour in terms of
others’.

We first define the generic Directory Facilitator as a
recursive process:

DF = (search + searchFederated) . result . DF

We then define the twofold ontological agent behaviour as
follows:

OA—F4 5 0A,
OA—"12—5 0A,

where Req stands for the receiving of a REQUEST FIPA
performative, and Prop for the receiving of a PROPOSAL
FIPA performative, and specify that:

OA; = ( search .result.chooseP. proposeP . search .result).

(chooseFM + search .chooseM . proposeWM )

where chooseP and proposeP indicate respectively the actions
of choosing the passive ontological agent and notifying it with
the proposal to collaborate in the mediation process, and
chooseFM and chooseM indicate the action of choosing the
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Formal Mapper agent, where available, and
OA, = proposeP . watermark .

The mapper agent will behave as follows:
MA = proposeWM . storeWM . watermark . store WM

where WM stands for Watermark

Now we can define the whole handshaking process as
processes above running concurrently and stimulating each
other, limiting each process’ interface to allowed
communication channels:

Handshake = (OA; | DF | MA | OA,) \chooseP \chooseFM
\chooseM \storeWM.\searchFederated
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Abstract— Agent-based software architectures have been used
and exploited in many application fields. In this paper, we report
our experience about using intelligent agents for an unusual
task: controlling an autonomous robot playing a kind of “golf”
game in an international robotic competition. Driving a real
robot is a practical application field for software agents, because
different subsystems need to be controlled and synchronised
in order to realize a global game strategy: cooperating agents
can easily fit the target. Since this application requires a soft
real-time platform to guarantee fast and reliable actions, and
also a valuable communication system to gain feedback from
sensors and to issue commands to actuators, we chose Erlang
as programming language. A two-layer multi-agent system was
thus designed and realized, composed of a lower layer, hosting
agents taking care of the interface with sensors and actuators,
and a higher layer, where agents are in charge of “intelligent”
activities related to game strategy.

Keywords— Mobile and Autonomous Robots, Computer Vision,
Autonomous Agents, Real-Time Systems, Erlang.

I. INTRODUCTION

Software agents are autonomous entities that, living in a
virtual world, are in charge of accomplishing the goal they
are programmed for. In doing so, agents interact with the
environment where they live in, by sensing its state and acting
onto it, in order to achieve their goal. For these reasons, they
are often called “software robots”.

In spite of this similarity between (software) agents and
(real) robots, agents, and above all multi-agent systems, are
mainly exploited in realizing complex software systems and
applications requiring intelligence, flexibility, interoperability,
etc., while the area of robotics is often a matter of research on
real-time and control systems. However, when a (autonomous)
robot needs some intelligence to perform its activities in a
more efficient and effective manner, the use of agent technol-
ogy seems a natural choice [17].

The issue is that, in these cases, agents have to face the
problems related to the interface to physical sensors and
actuators, which connect the computer system with a physical
environment that also changes during time. Therefore, an
agent—enabled robot has not only to tackle the problems related
to direct use of input/output ports, acquisition and driving
boards, serial ports etc., but it should also take in account
the fact that the scenario is time-constrained. In fact, as it is
known, an information acquired from sensors (e.g. the position
of the robot or of its arm) has a deadline after which the
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data become stale and no more useful, unless a fresh value
is obtained. These problems are quite known in the area of
real-time systems and their solution is achieved by means
of platforms and/or operating systems that regulate program
execution—in terms of process/task scheduling, race condition
and delay control—in order to guarantee that deadlines are
met.

Since such a real-time support is needed also in the case of
the use of an agent-based system to control robot activities, the
traditional and well-known agent platforms, which are mainly
based on Java, cannot be employed at all: at it is known,
the main problem of Java is the garbage collector, which
introduces unpredictable latencies that prevent any attempt
to build a time-constrained system. Indeed, RTSJ specifica-
tion [6] provides a set of classes and some programming rules
that allow the realization of real-time Java systems, but the
specification introduces hard constraints in object allocation
and reference that require an existing Java program (and thus
an agent platform) to be rewritten in order to make it RTSJ-
compliant [22], [16], [8].

In the context of agents and real-time systems, a language
that features some interesting characteristics is Erlang [5], [4],
[1]. It is a functional and symbolic programming language
that has been proved to be suitable for the implementation of
multi-agent and intelligent systems [21], [10], [12], [11], [13],
[15], [14], [9]; moreover, since the Erlang runtime system
is able to provide soft real-time! capabilities [18], [3], it
seems also quite useful for the realization of an autonomous
robot controlled by autonomous agents. In this context, this
paper describes the authors’ experience in designing and
implementing an autonomous robot, for the Eurobot 2006
competition®3, by means of a multi-agent system written
using the Erlang programming language. A layered multi-
agent system has been designed, composed of two layers:
a back-end (lower layer), comprising agents performing the
interface with robot’s physical sensors and actuators, and
handling low-level control activities; and a front-end (upper
layer), hosting agents dealing with the game strategy. Thanks
to this layered architecture, hardware-level interactions and

1A system is called soft real-time if it is able to take into account deadlines,
but if a deadline is not met, it has no particular consequences [19], [20].

2http://www.eurobot.org

Snttp://pciso.diit.unict.it/ eurobot



intelligent activities are clearly decoupled, making the design
and implementation of the software system more easy, and also
allowing the programmer to easily reuse some parts and/or to
improve or change the functionalities of the system.

The paper is structured as follows. Section Il describes the
game that robots have to play at Eurobot 2006. Section Il
illustrates the basic hardware and mechanical structure of
the robot developed. Section IV deals with the software
architecture of the control system of the robot, describing the
agents composing the system, their role and their activities.
Section V discusses some implementation issues. Section VI
reports our conclusions.

Il. THE GAME AT EUROBOT 2006

Eurobot is an international robotics competition which in-
volves students and amateurs in challenging and amazing robot
games. The main target of the event is to encourage sharing of
technical knowledge and creativity among students and young
people from Europe and, in the last two editions, from all
around the world.

Every year a different robotic game is chosen, so that all
teams start from the same initial status and new teams are
stimulated to participate. Here we report an overview of the
rules for the 2006 edition of Eurobot*, when the selected game
was “Funny Golf”, a simplified version of a golf game where
robots had to search balls in the play-field and to put them
into holes of a predefined colour.

A. Field and Game Concepts

As Figure 1 shows, the play-field is a green rectangle of
210x300 mm, surrounded by a wooden border. Borders on the
short sides of the field have a red (resp. blue) central stripe
which delimits the starting area for each robot. The field has
28 holes, 14 of them encircled by red rings and the other by
blue rings. A total amount of 31 white balls and 10 black
balls are available during the game. Fifteen white balls and
two black balls are placed into the playing area at predefined
positions, while four more black balls are randomly positioned
into holes, two for each colour. The remaining balls (sixteen
white and four black) could be released by automatic ejection
mechanisms positioned at each corner of the field. Finally,
four yellow “totems” are positioned into the field and are
both obstacles for robots and switches for the ball-ejection
mechanisms.

Robots must be absolutely autonomous: any kind of com-
munication with the robot, both wired or wireless, is not
allowed during matches. Robots have spatial limits, in terms of
height, perimeter and so on, and have to pass a homologation
test before being accepted for the competition. Each robot
can also use any kind of positioning and obstacle-avoidance
system, and supports are provided at the borders of the playing
area to place (homologated) beacons, if needed.

4This edition took place in Catania, Italy.
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Fig. 1.

The playing area

B. Playing Funny Golf

Before starting, each robot is assigned a colour, either red
or blue. Robots start from the border opposite to their playing
area, i.e. in the opponent’s field, and at least one side of
the robot must touch the starting area (short border of the
play-field). After robots are placed into the field and all setup
procedures by team members are over, the referees choose the
positions of totems and black balls, by means of a random
selection. When all the components in the play-field are set
up, one of the referees gives the start signal and robots can
play. Each robot has to put as many white balls as possible into
its holes in a time of 90 seconds. Robots can also put black
balls into opponent’s holes, suck them out of their holes, or
even suck white balls out of opponent’s holes. There is no
restriction about strategies or techniques adopted in order to
search, catch, release and suck out balls. It is not allowed to
hurt the other robot or to obstacle or damage it in any way.
It is neither permitted to damage the playing area or playing
objects (such as balls, holes, totems or ejecting mechanisms).
The ejecting mechanisms can be triggered by touching a totem
for a given amount of time: this closes a simple electric circuit
and allow balls into the ejector to be released. At the end of
the match, each white ball in the right hole is considered as a
point, and the robots which has the highest score is the winner.

I11. THE DIIT TEAM ROBOT

Building an autonomous robot to play “Funny Golf” is not
a trivial task, since different subsystems are needed to perform
ball searching, catching and putting, and many physical con-
straints are imposed by game rules themselves. The following
subsections describe the robot realized by the DIIT Team®,
which participates (for the first time) to the 2006 Eurobot
edition.

A. The Core

An embedded VIA 900Mhz CPU is the core of the robot.
We used a motherboard produced by AXIOM Inc. which
incorporates Ethernet, parallel port, 4 serial ports, USB, IDE

5DIIT” means Dipartimento di Ingegneria Informatica e delle Telecomu-
nicazioni.



controller and other amenities (such as PC/104 bus, not
used in our configuration). The operating system used is
a Debian GNU/Linux (Etch), with kernel 2.6.12 and glibc
2.3.5. GNU/Linux was selected because of its stability and
robustness, that are important features when driving a robot.

B. Locomotion System

In order to guarantee fast movements, we decided to use a
locomotion system based on two independent double-wheels,
driven by DC motors. Wheels diameter is small enough to
allow fast rotation and large enough to avoid holes. DC motors
are directly connected to a motor-controller, driven by a RS232
serial line. The controller allows to set different speeds for
each wheel, both for forward and backward directions. Each
wheel is connected to an optical encoder, driven by a serial
mouse circuitry, which feeds back to the software system
information about real rotation speed and position of the
wheel. This information is then used by the Motion Control
agent to adjust the speed and the trajectory.

C. Mision

Searching balls in the playing area requires a kind of vision
system to find them. We chose to use a simple USB webcam
to capture video frames at a rate of about 4 frames/sec, still
enough to guarantee an accurate and fast analysis of objects
in the field. The webcam is able to “view” the field from 30
to 160 centimetres in front of the robot, with a visual angle
of about 100 degrees in total. Frame grabbed by the webcam
are passed to the “Object Detector” agent, which filters them
to find balls (both black and white) and holes (both red and
blue).

D. Catching and putting balls

Once balls are detected, it is necessary to put them, some-
how, into the right hole. We decided to suck balls using a fan,
and to choose where to put them using a simple selector, driven
by a servo-motor. Balls are saved into a small buffer if they are
white and the buffer has enough space, or ejected out if they
are black or if the buffer is full. The fan is powerful enough to
suck balls at a distance of about 12 centimetres from the front
side of the robot, and it is also able to suck balls out of holes
when a special small bulkhead on the front side is closed. A
simple release mechanism, which uses a servo-motor, allows
balls to be dropped down to the final piece of the buffer and
to fall into a hole.

E. Sensors and Positioning

Many sensors have been used onto the robot. First of all,
a colour sensor for balls is installed into the ball selector,
to recognise if a sucked ball is white or black. A complex
system of proximity sensors is installed in the bottom side
of the robot to recognise holes when the robot walks over
them, and to allow a smart and fine positioning during the
ball putting phase. A presence sensor (made by a simple LED-
photo-resistor couple) is placed in the final part of the buffer,
to reveal the presence of a ball ready to be dropped into a
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Fig. 2. The Robot in the playing area
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hole. The same sensor is used to detect when the ball has
been successfully put into a hole.

IV. THE ROBOT’S SOFTWARE ARCHITECTURE

Given the robot structure illustrated in the previous Section,
it is clear that the implementation of the system to control it
has to face some problems that are not present in traditional
(only software) multi-agent systems: the interface with phys-
ical sensors and actuators. For this reason, the basic software
architecture of the robot, which is sketched in Figure 3, is
composed of two layers, (i) a lower one, called the back-
end, including reactive-only agents, responsible for a direct
interaction with the hardware, and (ii) a higher layer, called the
front-end, hosting the “robot’s intelligence” by means of a set
of agents implementing the artificial vision system, the game
strategy, the motion control, etc., and interacting with back-
end’s agents in order to sense and act onto the environment.
All of these agents comply with an ad-hoc model which,
together with the details on functionality of the overall system,
is described in the following Subsections.



A. Agent Model

As reported in Section I, due to real time requirements
and other peculiarities of a robotic application, well-know
Java-based agent platforms cannot be employed; therefore,
according to authors’ past research work [21], [10], [12], [11],
[13], [15], [14], [9], we decided to use the Erlang language [5],
[4], [1] for the development of the robot’s software system. In
addition to its soft-real time features, Erlang has a concurrent
and distributed programming model that perfectly fit the
model of multi-agent systems: an Erlang application is in fact
composed by a set of independent processes, each having a
state, sharing nothing with other processes and communicating
only by means of message passing. Such processes can be all
local (i.e. in the same PC) or spread over a computer network;
this is transparent to the application because the language
constructs for sending and receiving messages do not change
should the interacting processes be local or remote.

Given these features and the requirements for the robot
control application, a suited agent model has been developed,
which is based on two abstractions called BasicFSM and
PeriodicFSM. The former, BasicFSV, is essentially a finite-
state machine model, in which transitions are triggered by
either the arrival of a message or the elapsing of a given
timeout, and a specified per-state activity is executed (one-
shot) when a new state is reached. The latter, PeriodicF3V, is
instead a finite-state machine in which transitions are activated
only by the arrival of a message, while the per-state activity
is executed, when a state is reached, periodically, according
to a fixed time period and within a deadline, which is equal
to the period itself.

As it will be illustrated in the following, BasicFSM model
is used for front-end agents, while the PeriodicFSM model
is essentially exploited for those interacting with sensors and
actuators and thus running in the back-end.

B. The Back-End

As Figure 3 illustrates, the back-end layer is composed
by the following agents: Motion Driver, R85 Management,
Sart/Sop Control, Ball Control and Hole Detector. All of
these agents use the PeriodicFSM model but only the first
two are directly connected with hardware resources.

The Motion Driver agent is in charge of driving wheel
motors and gathering feedback from optical encoders. It basi-
cally handles messages (sent by front-end agents) specifying
the speed to set for the left and right wheel, forwarding it
(after measurement unit conversion) to the motor controller
connected through the RS232 line. On the other hand, its
periodic activity entails receiving the feedback from optical
encoders (i.e. tick count), acquired through another RS232
line, and then computing tick frequency, thus evaluating the
real speed of the wheels: the obtained value is used to adjust
the value(s) sent to motor controller in order to make each
wheel to reach the desired speed®.

This is obtained by means of a proportional-integrative-derivative software
controller.
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The R85 Management agent is responsible for driving two
external boards connected, to the PC, through the same RS485
serial bus: a controller for servo-motors and a board offering
a certain number of 1/O digital lines. Since each servo-motor
and each 1/0 line is then used by different agents, the RS485
Management acts as a de-/multiplexer for actions and sensed
data. Its periodic activity is the sampling of digital inputs, by
means of a request/reply transaction through serial messages
exchanged with the I/O board; polled data are thus stored in
the agent’s state in order to make them available for requests
coming from other agents. In addition, the RS485 Management
is able to receive messages containing commands to be sent to
servo-motor, through the servo-controller; in particular, each
command specifies the servo-motor to drive and the rotation
angle to be set.

The Sart/Sop Control agent is a reactive one that period-
ically queries the RS485 Management in order to check if
the “start” or “stop” buttons have been pushed. On this basis,
it sends appropriate start/stop messages to the Strategy agent
(see below) in order activate (resp. block) its behaviour when
a match begins (resp. ends). Since the duration of a match is
fixed (90 seconds), this agent embeds also a timer that, armed
after a start, automatically sends a stop message when the 90
seconds are due.

The Ball Control agent is responsible for managing the
ball sucking system, the buffer and the ball release system.
During its periodic activity, it queries the RS485 Management
agent in order to check the input lines signalling that a new
ball has been sucked: if this event occurs, on the basis of
the colour of the ball”, it drives the sucking system’s arm
servo-motor in order to put the ball in the buffer—if the
ball is white and the buffer is not full—or to throw the ball
away—if the ball is black or the buffer is full. This agent
also holds the number of balls in the buffer, information that,
queried by the Strategy agent, is used by the latter to control
robot behaviour. As for ball release, the Ball Control agent,
following a proper command message, is able to interact with
the RS485 Management agent and thus drive the servo-motor
controlling the release of a ball. Finally, by checking the status
of another input digital line, the Ball Control agent is able to
understand if a released ball has been successfully put into a
hole.

The last agent of the back-end, the Hole Detector, reads,
through a proper interaction with the RS485 Management
agent, the data coming from proximity sensors placed under
the robot for hole detection and positioning. It is able to
understand the position of the robot, with respect to the hole
to catch, and can thus forward this information to the Strategy
agent, which, in turn, will drive the wheels to centre the hole
and put the ball into it.

C. The Front-End
The front-end layer implements the high-level activities that
drive the robot to reach its goal, i.e. placing the most quantity

“The colour is detected through a sensor connected to another digital input
line.
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of balls into its holes. This layer is composed of three agents:
Object Detector, Motion Control and Strategy.

The Object Detector has the task of observing the playing
area, by means of a USB camera, detecting the objects
needed for the game, i.e. balls and holes, and computing their
coordinates with respect to the robot position. Since it uses
a computation-intensive image manipulation algorithm, this is
the sole agent written in C and not in Erlang®. This algorithm,
whose execution is triggered by a suited message sent by
the Strategy agent, exploits artificial vision techniques and
performs a series of transformation (i.e. filtering, threshold,
binarisation) on RGB planes of each frame acquired in order
to isolate and recognise the required objects. Figure 4 reports
some screen-shots of the functioning of the Object Detector.
In particular, Figures 4a and 4c show two acquired frames,
while Figures 4b and 4d illustrate the filtered images with the
objects (respectively a white ball and two blue holes) detected
by the agent.

The Motion Control agent, which is the only PeriodicFSM
type, has the task of controlling the robot’s path: it receives,
from the Strategy agent, messages containing commands for
robot positioning, such as go to X,Y or rotate T, computes
the speed of the wheels needed to reach the target, and sends
such speeds to the Motion Driver agents. Moreover, in order
to ensure that the target is reached, the Motion Control agent
periodically requests to Motion Driver the tick count of optical
encoders and calculates the absolute position and orientation of
the robot [7]. These values are thus compared with the target,
making subsequent speed adjustment, if necessary®. Another
task of the Motion Control agent is obstacle detection. Since
the robot has no sensors to detect if an obstacle (e.g. the
opponent’s robot, a totem, etc.) is in front of it, the Motion
Control agent checks if there is no wheel movement within
a certain time window (given that wheel’s speeds are greater
than zero); if this is the case, an obstacle exiting algorithm is
started, which entails to move the robot backwards and then
rotate it.

The last agent, Strategy, is the “brain” of the robot. Being
a BasicFSM agent, it is responsible of collecting and putting

8]t uses the OpenCV library [2], which provides a set of fast and optimised
image manipulation functions. Proper Erlang-to-C library functions allows this
agent to interact with Erlang processes.

9Also in this case, a proportional-integrative-derivative software controller
is employed.
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Fig. 5. Strategy Agent Behaviour

together information about environment and robot subsystems
to obtain a valuable and effective playing strategy. Even if the
field is mostly immutable (except for the position of totems,
which are set before each match) and many of the balls
involved are still in fixed position, we chose to implements an
intelligent and adaptive strategy instead of a simple “fixed—
path” one. For this reason the Strategy agent has to adaptively
choose the right action to perform at each time, elaborating
data coming from other agents. As Figure 5 illustrates, the
very first step of the implemented strategy is “move beyond
the first black line”, since this guarantees the collection of
at least one point®®. This is performed by suitable commands
sent to Motion Control agent. When the black line has been
passed, the main strategy loop begins. First the robot looks
for white balls and suck them into the buffer: if any white
ball is seen by the Object Detector, then the Motion Control
agent is issued the commands needed to reach the ball; on the
other hand, if no ball has been detected, the Strategy agent
tries to search elsewhere, by rotating of a random angle in
order to look at other zones of the field. When a ball has been
sucked and the Ball Control agent reports the presence of at
least one white ball into the buffer, the Strategy agent starts
to search a right hole to drop it into (i.e. a hole of the colour
assigned to the team, either red or blue), looking at messages
from Detector and moving toward a hole as soon as it has been
found. When the selected hole is no more visible (i.e. outside
the camera scope) a ball is released and, by means of messages
coming from Hole Detector, a sequence of commands for fine
positioning are sent to Motion Control. If the hole is centred

10 the robot does not pass the first black line, then it obtains no points at
the end of the match.



and the ball goes into it, the Ball Control agent sends a “Ball
Successfully Dropped” message, so the Strategy agent decides
to search another hole, if more white balls are present into
the buffer, or to look for more white balls. If the ball is not
dropped into a given amount of time (for example because of
errors in fine positioning) the Strategy agent searches another
hole and tries to drop the ball into it. Finally, in the last 30
seconds of game, the Strategy agent tries to find opponent’s
holes to suck white balls out of them.

V. IMPLEMENTATION ISSUES

As it has been previously said in the paper, with the excep-
tion of the Object Detector, the system has been implemented
using the Erlang language. However, even if our research
group has realized a FIPA-compliant Erlang agent platform
(called eXAT [10], [12], [11], [13], [15], [14]), we did not
use it in order to avoid overhead introduced by platform’s
components for inference, behaviour handling, standard FIPA
messaging, etc. This is required in order to have a fast and
effective support for agents, rather than the possibility of
interacting with other external agents (according to Eurobot
rules, the robot must be autonomous and not connected to
any network). To this aim, each agent of the robot has been
encapsulated in an Erlang process and a suitable library has
been developed to support the BasicFSM and PeriodicFSM
deadline-aware abstractions. Message passing has been real-
ized by means of the native Erlang constructs to perform inter-
process communication (which are designed to be very fast):
this resulted in an optimised code able to meet to real-time
requirements of the target application.

V1. CONCLUSIONS

This paper described the architecture of an autonomous
mobile robot, developed by the DIIT Team of the University
of Catania to participate to the Eurobot competition. A multi-
agent system has been employed for this purpose, composed
of several agents in charge of both interacting with physi-
cal sensors and actuators, and supporting the game strategy
for the robot. A layered architecture has been designed to
clearly separate the aspects above—physical world interface
and intelligence—and to favour design, modularity and reuse.
Due to real time constraints, the system has been implemented
using the Erlang language by means of a proper library to
support the abstraction needed for using agents in a robotic
environment. This allowed us to develop a fast code able to
effectively support robot’s activities.
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Abstract— This paper provides a methodology to build
a MultiAgent System (MAS) described in terms of inter-
active components from a domain-specific User Workflow
Specification (UWS). We use a Petri nets-based notation
to describe workflow specifications. This, besides using a
familiar and well-studied notation, guarantees an high-
level of description and independence with more concrete
vendor-specific process definition languages. In order to
bridge the gap between workflow specifications and MASs,
we exploit other intermediate Petri nets-based notations.
Transformation rules are given to translate a notation to
another. The generated agent-based application implements
the original workflow specification. Run-time support is
provided by a middleware suitable for the execution of the
generated code.

[. INTRODUCTION

Nowadays open distributed systems, characterized by
independent components that cooperate to achieve indi-
vidual and shared goals, are becoming essential in several
contexts, from large scientific collaborations to enterprise
information systems. The Grid and agent communities
are both developing concepts and mechanisms for open
distributed systems, but with different perspectives [10].
Grid community has focused on the main prominent
cyberinfrastructures [12] for large-scale resource shar-
ing and distributed system integration, providing tools
for secure and reliable resource sharing within dynamic
and geographically distributed virtual organizations. Grid
computing [9] promises users the ability to harness the
power of large numbers of heterogeneous, distributed
resources such as computing resources, data sources,
instruments and application services. Agent community
instead is working on the development of methodologies
and algorithms for autonomous problem solvers that can
act flexibly in uncertain and dynamic environments in
order to achieve their goals [13]. As referred in [10],
Grid and Agents need each other and are respectively
considered the “brawn” and the “brain” of open dis-
tributed systems. With the advent of Grid and Agent-
based technologies, scientists and engineers are building
more and more complex applications to manage and
process large data sets, and execute scientific experiments
on distributed grid resources. These applications are gen-
erally characterized by the execution of a set of distinct,
sometimes repetitive, domain-specific activities. Automat-
ing such processes requires a model that describes the
coordination of the activities to be executed, the roles
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involved in the organization and the needed resources.
For this reason, during the last decade, the workflow
technology has became very important. In fact the Work-
flow Management Coalition (WfMC) defines a workflow
“the automation of a business process, in whole or part,
during which documents, information or tasks are passed
from one partecipant to another for action, according
to a set of procedural rules.” [21]. In order to provide
a proper workflow specification language each standard
organization -i.e WIMC, BPMI and OMG- has defined its
own process definition language. Our aim is to provide a
methodology to translate a User Workflow Specification
(UWS) into a MultiAgent System described in terms of
Interactive Components [8] (ICs). We have based our
approach to describe a MAS with the help of components
on that proposed by Ferber in [9] for modelling of MAS
in BRIC. Figure 1 shows the two steps of the proposed
methodology. In the first step, UWS is translated to
a Role-based Workflow Specification (RWS). The user,
whose primary expertise is in the application domain, can
focus on coordinating domain activities rather than being
concerned with the resources involved in the distributed
environment. The first translation assigns the resources or
roles needed to execute each task. We have chosen Wf-net
as high-level specification language suitable to represent
the main workflow patterns provided by the most used
workflow specification languages -i.e XPDL [22], and
BPEL [2]. Wf-net is a well-known extension of classical
Petri net [16] notation and it has been introduced in [18].
The second step of the proposed methodology translates
RWS into Interactive Components. To describe behavioral
aspect of each component we have used BRICs [§]
notation; another extension of classical Petri net. We have
defined transformation rules to map Wf-net specification
patterns into BRICs. This paper is organized as follows.



Section 2 describes the background of the work. Section
3 and 4 explain the two steps of our methodology. In
Section 5, we present a case study that applies this
methodology in Hermes [7] middleware. We conclude in
Section 6.

II. BACKGROUND

This section provides some background on Workflow
Management System (WMS), Petri nets, High level Petri
nets and their application to Workflow Management [18].

A. Workflow Management System

Workflow Management Systems (WMSs) provide an
automated framework for managing intra- and interprise
business processes. A WMS is defined by WIMC
as:“A system that defines, creates and manages the
execution of workflows through the use of software,
running on one or more workflow engines, which is
able to interpret the process definition, interact with
workflow partecipants and, where required, invoke the
use of IT tools and applications.” [21]. The most part
of implemented WMS are based on a client/server
architectural style. In these systems, the workflow
enactment is entrusted to a central component, that acts
as a server and is responsible for the correct execution.
These systems lack the flexibility, scalability and fault
tolerance required for a distributed cross-organizational
workflow; in fact a monolithic architecture does not
allow the execution of workflow or parts of it over
distributed and heterogeneous systems. To overcome
these limitations, agent-based technology promises to
alleviate many of these problems [20] and hence enable
adaptive workflow. Moreover, using agent mobility,
instances of a workflow or parts of it can migrate; i.e., it
is possible to transfer the code and the whole execution
state, including all data gathered during the execution,
between sites participating in workflow’s execution.
Agent mobility provides two main benefits. First,
migrating workflow decreases efficiently traffic network;
usually code implementing workflow specification is less
heavy to transfer than the amount of data needed during
its execution. The second asset concerns the possibility
for the workflow to be executed even in mobile and
weekly network connected devices. This model requires
a suitable middleware to guarantee code mobility support.

B. Petri nets

A Petri net [16] is a directed bipartite graph with
two node types called places and transitions. The nodes
are connected via directed arcs. Connections between
two nodes of the same type are not allowed. Places are
represented by circles and transitions by boxes or bars.
According to [15], an ordinary Petri net can be defined
as a 4-tuple, PN = (P, T, F, M) where:

1) P={p1,p2, - ,pm} is a finite set of places,

2) T = {t1,ta,--- ,t,} is a finite set of transitions,

3)) F C(PxT)U(T x P) is a set of arcs (flow

relation),
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Fig. 2. A subprocess

4) My : P — N is the initial marking function,
5 PNT=@and PUT # ©.
Ordinary means that all arcs have weight 1.

A place p is called an input place of a transition ¢
if and only if there exists a directed arc from ¢ to p.
Place p is called an output place of transition ¢ if and
only if there exists a directed arc from p to t. We use et,
te to denote respectively the set of input places and the
set of output places a transition ¢. The notation ep and
pe identifies instead the set of transitions sharing p as
input place and as output place respectively.

At any time a place contains zero or more tokens,
drawn as black dots. A marking function M € P — N is
the distribution of tokens over places and represents the
state of PN. In this definition we do not consider any
capacity restrictions for places. The number of tokens
may change during the execution of the net.

Transitions are the active components in a Petri
net: they change the state of the net according to the
following firing rule:

1) A transition ¢ is said to be enabled if and only if
each input place p is marked with at least one token.

2) An enabled transition may fire. If transition ¢ fires,
then ¢ consumes one token from each input place
p of t and produces one token in each output place
p of t.

C. High level Petri nets

A High-level Petri Net (HLPN) [1] is a PN with three
main extensions:

o Extension with color - in Coloured Petri Net
(CPN) [14] tokens are typed and each token has a
value often referred as color. Transitions determine
the values of the produced tokens on the basis
of the values of the consumed tokens. Moreover
preconditions can be specified taking into account
the color of tokens.

Extension with time - using time extension, tokens
receive a timestamp value that indicates the time
from which the token is available. A token with
timestamp 10 is available for the consumption by
a transition only from moment 10. A transition is
enabled only at the moment when each of the tokens
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to be consumed has a timestamp equal or subsequent
to the current time.

o Extension with hierarchy - hierarchical extension
allows to model complex processes more easily by
dividing the main process into ever-smaller subpro-
cesses to overcome the complexity. In this paper, we
use the notation proposed by Wil van der Aalst [23],
where a subprocess is a transition represented by
double-border square as Figure 2 shows.

D. Workflow Nets

Workflow Nets (WF-nets) [23] are a subclass of HLPN

where tasks are represented by transitions and conditions
by places. A WF-net satisfies two requirements. First of
all, it must contain at least two special places: ¢ and o.
Place 7 is a source place with e ©. Place o is a
sink place with oe = @. Secondly, it must hold that if
we add a transition ¢t* which connect place o with ¢ -
ie. ot* = {0} and t*e = {i} - then the resulting Petri
net is strongly connected -from each node there exists
a directed path to every other node-. This requirement
avoids dangling tasks and/or conditions. In order to make
the WF-net suitable for workflow process modelling a set
of notational extensions was applied to the standard Petri
net definition. In particular, as referred [23], the author
of WF-net added to the classical Petri net transition a
set of special transitions (AND split, AND join, XOR
split, XOR join, AND/OR split), shown in Figure 3 with
their translations, to express branching decisions in a more
compact and user friendly way.
In the workflow theory [19], routing primitives are defined
as a set possible basic patterns that determine which tasks
need to be performed and in which order. Using the
prevoius defined special transitions as control flow, a set
of four basic routing primitives can be obtained as Figure
4 shows:

)

Sequential routing - task A is executed before task
B,

Alternative routing - either task A or task B are
executed non deterministically,

Concurrent routing - task A and task B are executed
concurrently,

Iterative routing - task B is repeated

2)
3)
4)

In order to model dependencies between the workflow
process and its operative environment three different
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constructs named “triggers” were added to the standard
Petri net -resource, message and time trigger. In this
paper we will consider only the resource trigger. In
this particular case, a trigger is associated to a specific
resource needed to execute a task. As Figure 5 we
can consider a trigger as special place linked with the
transition representing a task. When the needed resource
is not available this place is empty and the transition is
not enabled, while if it contains a token it means that the
resource is available and the task related to the linked
transition could be executed. In the following sections we
will consider interactive components as computational
resources able to execute tasks under particular cases.
The resource trigger can be assigned to every transition
and is represented by a small, self-explaining icon ({})
near the associated transition symbol as Figure 5 shows.

III. ADDING ROLES TO WORKFLOW SPECIFICATION

A workflow process specification defines which tasks
need to be executed and in what order. A set of cases,
identified by pre- and postcondition, are handled by
executing tasks in a specific order. A task which needs to
be executed for a specific case is called work item [18].
A workflow specification is the composition of both
primitive and complex work items. A primitive work item
can be directly executed. A complex work item -called
subprocess in [18]- must be specified before it can be
used; the specification of a subprocess is a workflow of
complex and primitive work items. By using subprocesses
the specification of workflows is simplified because they
enhance both hierarchical specification and reuse: we can
use an already existing subprocess without having care
of its specification. Work items are generally executed by
a resource that can be either a machine -i.e. printer or a
fax-, a computational entity -i.e. an agent- or a person.
Resources are allowed to deal with specific work items.
Grouping resources into classes facilitates the allocation
of work items to resources. A resource class based on
the capabilities of its members is called role. A work
item which is being executed by a specific resource is
called an activity. A workflow designer, whose primary
expertise is generally in the application domain, should be
free to focus on coordinating domain specific activities
rather than being concerned with the complexity of a
domain specific activity or resources involved to execute
it. Users in fact may ignore the topological organization of
the distributed environment and resource classes available.
The first step of the proposed methodology translates
a user workflow specification to a role-based workflow
specification. During this step each work item is assigned
to a role able to perform it. This operation could be made
manually or automatically. In the first case an expert user
can assign role by itself, while in the second case an
activity repository store all informations about complex
activities and the user knows only there is an automatic
mapping from domain specific work items and activities.
This resource allocation is applied recursively in all work
items of each subprocess. Figure 6 shows an example in
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bioinformatics. In this case a bioscientist has designed an
in-silico experiment -shown on the top of the Figure 6-
to globally align some omologous sequences to a given
one. This workflow involves five main work items:

1) get_gene_seq - given a gene id, retrieve the gene
DNA sequence,

search_genbank_omologous - given a DNA se-
quence, retrieve a set of DNA sequence omologous
from NCBI Genbank [3],

search_PDB_omologous - given a DNA sequence,
retrieve a set of DNA sequence omologous from
the Protein Data Bank (PDB)[4],

merge_seqs - merge two or more set of sequences
in a set of sequences,

global_alignment - given a set of DNA sequences
calculate the global alignment

In the Role-based Workflow Specification -
shown on the bottom of Figure 6- subprocesses
search_genbank_omologous, search_PDB_omologous and
merge_seqs are substituted with the corresponding set
of primitive work items. Each primitive work item is
assigned to a specific role. In this case we have three
roles A, B and C. Roles are translated into Interactive
Components in the next step.

2)

3)

4)

5)

IV. INTERACTIVE COMPONENTS SPECIFICATION

In the second step the Role-based Specification is
translated into Interactive Components. In order to specify
the behaviour of each component indipendently from the
corresponding generated code, we use BRICs [8], another
Petri nets-based notation. In this section we provide trans-
formation rules to translate Wf-net to BRICs notation.

A. BRICs notation

Block Representation of Interactive Components
(BRICs) [8] is an high-level language for the design of
MultiAgent systems based on a modular approach. A

trigger place

o
] e []
resource no trigger
trigger (automatic)
Fig. 5. Resource trigger
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BRIC component -see Figure 7 (a)- is a software structure
characterized externally by a certain number of input and
output terminals and internally by a set of components.
Every component is an instance of a class, which de-
scribes its internal structure. A structured component is
defined by the assembly of the its subcomponents. The
input terminals of the structured components are linked
to the input terminals of the the sub-components and
is also possible to combine terminals of the composite
components with sub-components as showed in Figure 7
(b). The behaviour of elementary components is described
in terms of a Petri net based formalism. The default net
formalism normally used in BRIC is coloured Petri nets
with inhibitor arcs. Figure 7 (c) represents the general
form of a transition. A transition is defined by entry arcs,
exit arcs and pre-condition of activation. Entry arcs are
carriers of a condition, in the form of the description
of a token including variables. When the place contains
a token corresponding to this description, the arc is
validated. There are three categories of entry arcs:

1) Standard arcs, denoted aq, - - - , a,, trigger the tran-

sition only if they are all validated consuming

tokens which act as triggers and deleting them from

input places.

Inhibitor arcs, denoted i1, - - - , i,,, inhibit the trig-

gering of the transition if they are enabled without

deleting tokens from the input place.

3) Non-consumer arcs, denoted by, --- , b, work as
standard arcs, but they don’t delete the input tokens.

2)

Output
terminals 2]
12

Input
terminals

BRICs notation

Fig. 7.

An exit arc associate a transition with an output place
producing in this position new tokens that depend on
the tokens used for triggering the transition. The pre-
condition associated with a transition relates to the ex-
ternal conditions. The components communicate by ex-
changing information along communication links which
connect output terminals to the input terminals. Informa-
tion is transported through the net in the form of tokens. A
token is either an elementary piece of information whose
value is a mere presence or absence, or a predicate in the
form p(ly,--- ,l,), where each [; represents a number or
a symbol in a finite alphabet. Other importart assumptions
concerning this notation are:
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1) Input terminals are considered as places, thus names
of input terminals are taken to be place identifiers.
2) Any direct link between an input terminal of an
incorporating component and an input terminal of
incorporated component is assumed to comprise a
transition, in accordance with Petri net design rules.

B. Mapping roles with structured components

The translation from a role-based workflow to inter-
active components specification requires the definition of
a structured component skeleton that represents a role-
specific implementation. As Figure 8 shows, the basic
skeleton has two essential capabilities. First, since it
must be able to receive messages from the other external
components asynchronously, we specify a subcomponent
called MessagesQueue that stores messages as coloured
tokens following a First In First Out (FIFO) approach.
Each message is defined in the form:

<sender>: <address> << <Act, Pre, Pa>

where sender is the identifier of the component sending
the message, address is the identifier of the compo-

Basic Skeleton

e}

<

MessagesQueue

Scheduler

Fig. 8. Basic skeleton component
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Scheduler

<n,1,Pa>

Fig. 9. Scheduler component

nent to which the message is addressed. Act and Pre
are respectively the activity to be chosen and the pre-
condition to be set, Pa is a possible input parameter
for the activity -null value means no parameters. In the
basic skeleton we specify a second subcomponent, called
Scheduler, providing, as Figure 9 shows, a set of places
and transitions to receive tokens from MessagesQueue
and to schedule the execution of a set of tasks following
the order and cases defined by the role-based workflow
specification. Scheduler component has four main places:

1) Scheduler Input (SI) - a token in this place means
a new message for the scheduler.

2) Schedule Place (SP) - after t, firing produces a
coloured token in SP in the form:
<Act, Pa>
Each Scheduler component contains a set of n Act
components and Vtp, , we define an entry arc e; 1,
with the description: '
<i, k, Pa>
where 1 < i <mn, 1 < k; < m; and m; is number

Pre,
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Fig. 10. Mapping activities

of pre-conditions for Act;. A token in S P matching
with a description of an entry arc e;j, enables
the corresponding transition ¢p, , . The entry arc
description for the transition ¢p is defined as:

<null, null, null>

Idle Place (IP) - when this place contains a token
the Scheduler is waiting for a new message.

Dead Place (SP) - the transition ¢, when is enabled
produce a token in SP inhibiting the transition ¢ 4.
Consequently the Scheduler can’t receive any token
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From Role-Based Workflow to Interactive Components Specification

in SP place. This place is called dead, because a
token here stops the behaviour of this component.
When this happens ¢p can produce also a token for
the external components to stop their behaviour too:

<me>: <All> << <null, null, null>

C. Mapping activities

An Interactive Component (IC) is an executor of a
piece of workflow specification. The final behaviour
of an IC is obtained by plugging the activities of the
corresponding role into the basic skeleton previously
defined. Each primitive activity defined in the Role-based
specification is associated with an Act component in
ICs specification. Figure 10 shows how the routing
constructs in Figure 4 are mapped into Act components.
A component Act; contains an input terminal for each
pre-condition of the mapped activities, which are labelled
Dil," "+ »Pi;m; Where m; is the number of the activity
pre-conditions. When the routing transition tp, fires the
token produced in pg, enable the task transition tr,
-representing a task to be execute by an IC- is enabled
iff IP is not empty. The coloured token produced by tr,
is a message -as previously defined- for its and/or other
ICs MessageQueue.



D. An example

Figure 11 shows, on the top a Role-based specification
using all possibile routing primitives and on the bottom
the translation in ICs specification. For each role in the
first corresponds to an IC in the second. All pre-conditions
and activities are mapped into Act components adding the
right routing transitions and are plugged in the Scheduler
of the IC basic skeleton. An Act component produce at
least a message describing which are the next IC, Act
component and input terminal to be reach and an optional
parameter for the task transition. The field address in the
message specifies which are the receiver IC and an entry
arc is assumed from this output teminal and the external
input terminal of the IC specified.

V. A CASE STUDY

In the previous sections we have defined a Petri nets-
based methodology showing how a user workflow-based
application specification can be translated into Interac-
tive Components. As a case study we have applied this
methodology in Hermes [7], an agent-based middleware,
for the design and the execution of activity-based appli-
cations in distributed environment. Hermes is structured
as a component-based, agent-oriented system with 3-
layer -user, system and run-time- software architecture.
Due to the lack of space, middleware architecture is not
discussed here and we refer to [7] for further details. In
this section, we focus instead on its workflow compiler
architecture implementing the methodology previously
defined. This component, infact, allows to translate a user
domain-specific workflow specification into mobile code
supported by Hermes middleware.

A. Workflow compilation process

As Figure 12 shows, workflow compilation process in
Hermes requires three main components:

1) WebWFlow - allows the user to define graphically a
workflow of domain-specific activities. A repository
provides a set of complex or primitive activities
available for selecting. At this level activity imple-
mentation details are hidden to user.

2) XPDLCompiler - translates the Role-based work-
flow specification into Interactive Components
specification and generates the code to be executed
on Hermes middleware. In this case another repos-
itory provides the implementation of each activity
as a code template.

3) Hermes middleware - supports the generated code
execution and mobility.

In the follow sections we focus on the first two
components details.

B. WebWFlow

WebWFlow is a web-based workflow editor supporting
the workflows specification by composing activities in a
graphical environment. The graphical notation provided is
mapped by WebWFlow into an XML Process Definition
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Fig. 12.  Workflow compilation process

Language (XPDL) [22] document. WebWFlow allows to
import complex activities from the User Activity Repos-
itory (UAR). This repository contains the role-based def-
inition of domain-specific activities. The implementation
of each activity in UAR is provided instead by the User
Implementation Activity Repository (UAIR) and corre-
sponds to a piece of Java code extended with Velocity
Template Language(VTL)[11]. The XPDL produced by
WebWFlow is a Role-based workflow specification.

C. XPDLCompiler

XPDLCompiler receives an XPDL document and
generates the Java bytecode implementing Interactive
Components. A lexical and syntax analyzer performs
the validation and the parsing of the XPDL document
using the Java Architecture XML Binding [17]. After
this first phase, the compiler checks if the activities
used in the workflow specification have a corresponding
implementation in UAIR. Each role is translated in an
Agent skeleton, an extension of Hermes UserAgent Java
class. As Figure 13 shows, a UserAgent provides the
needed communication methods to interact with other
UserAgents. Then, for each activity, the corresponding
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Fig. 13. UserAgent and Agent main methods

implementation code in UAIR is plugged into an Agent
skeleton and each internal scheduler is set. The Java
code generation is performed using Apache Velocity
(http://jakarta.apache.org/velocity/)  template  engine.
Finally, using the Java compiler, the generated bytecode
can be loaded into Hermes middleware.
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VI. CONCLUSION

This paper presents a methodology to build a MultiA-
gent System described in terms of Interactive Components
from a domain-specific User Workflow Specification. The
whole approach is described using Petri nets-based nota-
tion. This provides many benefits. Petri nets are well-
studied formalisms and there are many tools available
for verification. The high-level of description provided by
Petri Nets guarantees independence with vendor-specific
process definition languages. Behaviour of agents can
also be described using BRICs, another Petri nets-based
notation. In this case it is possible to describe components
independently from the their implementing code. Using
transformation rules from a notation to another we reduce
the gap between workflow specifications and MultiAgent
System. Our approach currently supports the building of
a MAS based on message passing communication, its
extension towards uncoupled communication will be next
considered. As future work we also aim to use the ap-
proach proposed in [5], [6] to validate the implementation
starting from the model.

REFERENCES

[1] W. Aalst. Putting Petri nets to work in industry. Computers in
Industry, 25(1):45-54, 1994.

103

[5

=

[6

—

[7

—

[9

—

[10]

[11]
[12]
[13]

[14]

[15]
[16]
[17]

[18]

[19]

[20]

[21]

[22]

[23]

T. Andrew, F. Curbera, H. Dholakia, Y. Goland, and et al. Business
process execution language (bpel) for web services version 1.1.
Technical report, IBM, 2003.

D. Benson, I. Karsch-Mizrachi, D. Lipman, J. Ostell, and
D. Wheeler. Genbank. Nucleic Acids Res., 34:D16-20, 2006.

H. Berman, J. Westbrook, Z. Feng, G. Gilliland, T. Bhat, W. H.,
S. LN., and B. PE. Wildfire: distributed, grid-enabled workflow
construction and execution. Nucleic Acids Res., 28(1):235-42,
2000.

A. Bertolino, F. Corradini, P. Inverardi, and H. Muccini. Deriving
test plans from architectural descriptions. In /CSE, pages 220-229,
2000.

A. Bertolino, P. Inverardi, and H. Muccini. An explorative journey
from architectural tests definition downto code tests execution. In
ICSE, pages 211-220. IEEE Computer Society, 2001.

F. Corradini and E. Merelli. Hermes: agent-based middleware for
mobile computing. In Mobile Computing, volume 3465, pages
234-270. LNCS, 2005.

J. Ferber. Multi-Agent System: An Introduction to Distributed
Artificial Intelligence. Addison-Wesley, 1999.

I. Foster and C. Kesselman. The Grid: Blueprint for a Future
Computing Infrastructure. Morgan Kaufmann Publishers, San
Francisco, CA, 1998.

I. T. Foster, N. R. Jennings, and C. Kesselman. Brain meets brawn:
Why grid and agents need each other. In AAMAS, pages 8-15.
IEEE Computer Society, 2004.

A. Group. vil reference guide.
http://jakarta.apache.org/velocity/docs/vtl-reference-guide.html.

T. Hey and A. E. Trefethen. Cyberinfrastructure for e-Science.
Science, 308(5723):817-821, 2005.

N. R. Jennings. An agent-based approach for building complex
software systems. Commun. ACM, 44(4):35-41, 2001.

K. Jensen. Coloured Petri Nets. Basic concept, analysis methods
and practical use. EATCS monographs on Theoretical Computer
Science. Springer-Verlag, Berlin, 1996.

T. Murata. Petri nets: Properties, analysis and applications. In
Proceedings of the IEEE, volume 77, pages 541-580, April 1989.
C. A. Petri. Kommunikation mit Automaten. PhD thesis, Institut
fiir instrumentelle Matematik, Bonn, 1962.
Sun. Java  architecture for xml
http://java.sun.com/webservices/jaxb/.

W. van der Aalst. The application of petri nets to workflow
management. The Journal of Circuits, Systems and Computers,
8(1):21-66, 1998.

W. M. P. van der Aalst, A. H. M. ter Hofstede, B. Kiepuszewski,
and A. P. Barros. Workflow patterns. Distributed and Parallel
Databases, 14(1):5-51, 2003.

J. M. Vidal, P. A. Buhler, and C. Stahl. Multiagent systems with
workflows. IEEE Internet Computing, 8(1):76-82, 2004.

WIMC. Workflow management coalition terminology and glos-
sary. Technical Report WFMC-TC-1011, Workflow Management
Coalition, 1999.

WEMC. Xml process definition language (xpdl). WfMC standard,
W3C, October 2005.

K. v. H. WM.P. van der Aalst. Workflow Management - Models,
Methods and Systems. MIT Press, Cambridge, 2002.

binding  (jaxb).



Agent-Based Virtual Communitiesfor Interactive Digital Television

Federico Bergenti, Lorenzo Lazzari, Agostino Poggi
Dipartimento di Ingegneria dell'Informazione
Universita degli Studi di Parma

Parco Area delle Scienze

181/A, 43100 Parma, Italy

{bergenti, lazzari, poggi}@ce.unipr.it

Abstract

This paper describes a multi-agent framework
designed to support the creation and effective
management of virtual communities in an Interactive
Digital Television (IDTV) scenario. The possibési
that this framework offers are demonstrated by rmean
of two sample applications: a real-time community

2.1DTV

Interactive TV is a technology which combines
broadcast video, broadcast radio, computing power a
the Internet. This combination of different mediums
and services provides the viewer with a new
experience. This is possible because of an ongoing

game and an asynchronous auction. For the sake oftransition from analogue TV to digital TV.
completeness, the paper also presents an overiew o  We can clearly say that the digital technology is

IDTV technologies.

1. Introduction

Nowadays, a migration from analogue to digital TV
is taking place in TV. This change has two main
implications: the capability to broadcast more cleds

driving television towards a new world of amazing
possibilities, where spectator is no longer limited
observe contents selected by the operator. More and
more, new dynamic and interactive services aregbein
introduced in everyday digital TV: complementary
information to audio-visual contents, electronic
program guides, selection of properties in confiple

in the same bandwidth, and the possibility to send contents (language, camera angle or particularized

software applications mixed with audiovisual cotgen

advertisement), pay-per-view, etc. So we can censid

These two great advantages have permitted the greathe term ‘interactivity” as the possibility for the

diffusion of this new technology, which is becomiag
new power means to develop new types of services.
In this paper we present our multi-agent framework,

consumer to actively influence the behavior of
broadcasted television, services and applicatidbhs

can be accomplished, for example, by means of a

developed starting from the idea to integrate the remote control for channel hopping, by fetching

technology of Interactive Digital Television (IDTV)
with the concept of virtual community, which we can
define as a technology-supported cyberspace, eshter
upon communication and interaction of participants,
resulting in a relationship being built up. So,hhis
type of integration, our aim is to offer to IDTVars, a
range of services (such as multiplayer games, ren-li
auctions, etc.) which are very common if we thiok t
the idea of virtual community related to the Web.

In this way, the potentialities of interactive D\¢&n
enormously grow allowing its users to take advamtag
of a new number of useful applications and movhey t
concept of interactivity from the simple interactio
user-application to a new type based on the cotipara
among a wide number of users.
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information via teletext or by sending data via an
interaction channel. This all creates a contexticiwvh
allows to have a mutual influence between the viewe
broadcaster and application provider.

The interactive TV technology, as we will see in
next section, is based on the broadcasting of adig
transport stream which permits operators to mix
traditional audio-visual contents with binary dasa,
making possible to deliver multimedia applicatidns
be executed in a digital TV or in a set-top boxe3d
applications, synchronized with audio-visual cotgen
adapt themselves to spectator characteristics,
implement interaction with users and provide return
channels for communication with content providers.



The Multimedia Home Platform [1] is a standard
published by the DVB (Digital Video Broadcasting) Carousel I:> Mux I::> Egﬁ?ﬁ;:;tt

consortium in 2001, which consists of a combinatibn

broadcast and Internet, offering a common Applorati ﬁ ﬁ

Programming Interface (API) accessible for everyone

who wants to develop applications, set-top boxes,

television devices or the combination of all. ’ N\éf;;"i:pts
Fundamentally the MHP standard defines a generic

interface between interactive digital applicaticarsd
the terminals on which those applications execlités

interface decouples different provider's applicasio Backed <: Set-Top Box
from the specific hardware and software details of '
different MHP terminal implementations. R Sl

The MHP extends the existing, successful DVB  Figyre 1. The interactive broadcasting chain
open standards for broadcast and interactive ssric

all transmission networks including satellite, @bl The resulting broadcast is received and decoded by
terrestrial, and microwave systems. the set-top box, the audio-visual content playeti the

The applications downloaded to the MHP terminals, Java application run.
typ|ca||y Set_top boxesy are Java app”cationseda" Subsequent user interactions with the application
Xlet, built on a suite of APIs tailored specifigalior lead to information being sent via the return cledno

the interactive TV environment: Java TV APIs [2], @ back-end server. Depending on the applicatids, th
HAVi (user interface) [5], DAVIC APIs [4] and DVB  information may result in modifications to the ant

APIs [3]. application content (i.e. voting information) ood
The 1.1 version of the standard defines three for later processing in a database present onethers
profiles: (i.e. for an online shopping application).

1. Enhanced Broadcast: it is the basic profile which ~ About the transport, in digital TV MPEG-2 is not
only allows the enrichment of the audio-video ©Only a standard for encoding audio and video, bis i
contents with information and images which can also used as the means by which raw data and
be viewed and navigated by users on the TV applications are transported in the broadcastrstréa
screen: particular, DVB has extended the traditional scheme

2. Interactive Broadcast: it is the intermediate peofi and way to use MPEG-2 for MHP by specifying how to
that uses the set-top box return channel to supplyeémbed a Java application within the stream, this
services with a higher level of interactivity. lact  includes information on how to specify the mainssla
this profile supports the loading of MHP class search path and the application argumergttst
applications not only through the broadcast Although MPEG-2 provides a means of transporting
channel but also through the return channel; the Java applications along the audio-visual cdnten

3. Internet Access: this profile, using the return support the possibility that the user may change
channel, allows the user to access to the Internetchannel and select the Java program at any potiieof
contents. transmission, the same application has to be

As we can understand from the previous description broadcasted in loop. This is exactly what a broatica
of the MHP levels, the interactive TV paradigm is carousel does: it keeps playing the same applitatio
based on two different channels: a broadcast channearound and around. The application is continuously
from the application/contents provider to the sgt-t multiplexed with the audio-visual content for the
box and a return channel (dial-up, GPRS, ADSL, transmission, to allow the viewer to access to the

Ethernet, etcl) from the Set_top box to the prwide interactive TV application whenever he wants.

Figure 1 shows the use of a carousel to continue About the applications, as we said previously, we

play-out a Java application. The application anel th have Java applications, but they are not compkete J

corresponding  audio-visual material are then applications in the normal sense. These applicatoa

multiplexed to form a single MPEG-2 transport stnea ~ much more like applets in that they are loaded rand
by a life cycle manager residing on the set-top. box
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3. MHP-based Virtual Communities people who communicate with each other via eleatron
media, rather than face to face.

In spite of the great research interest colleatetthé In literature we can find a lot of other definitn
last years and the high number of functionalities but we can find some common aspects. The firsaimi
already supported, in these days the research grouppoint is cyberspace. All of the definitions stdtattthe
that work on the IDTV MHP standard are focusing Virtual community should be on the net, use compute
their interest especially on the personalizationtref =~ Mediated  spaces, or cyberspace. This point
IDTV contents on the base of the analysis of ther us differentiates the virtual community from a real
profile and preferences. community. The second aspect in common is the usage

In accordance with our point of view, at the moment Of technology to support the activities in the watt
what is totally absent it is the collaborative agpthat ~ community. The different definitions directly or
is the integration, in the digital television teclogy, ~ indirectly emphasize that access to the virtual
of particular types of services to support groups o community is through the computer or electronic
users joined by particular types of interests or media, i.e., technology. The third similar aspescthiat
necessities. These types of services are very commo the content or topics of the virtual community are
on the Web, we can think about the enormous numberdriven by the participants. As mentioned, the
of forums, of blogs or of general services whidbwala participant driven community, not the web site
direct interaction among their users (on-line amgj ~ coordinators, clearly distinguishes the virtual
multiplayer games, etc.). community from online information services. Thealin

So the starting point from which our project has shared aspect is the successful virtual community
risen has been the aim to enrich the IDTV paradigm relationship culminating after a certain period of
based on MHP and described in the previous sections€ommunicating together.
with the introduction of the concept of “virtual To sum up, a working definition of a virtual
community” very common on the Internet network. community could be: a technology-supported

A generally agreed upon definition of a virtual cyberspace, centered upon communication and
community would be a good starting point. What we interaction of participants, resulting in a relagbip
need is a working definition of the virtual commiynia ~ being built up.
consensus found in the major stream of literatare, With our framework, in which the idea of virtual
definition that understood by most of people. community is integrated with the interactive digit&/

In his definition of a virtual community, Howard technology, we focus our interest especially on the
[6], the primary early advocator of virtual commies second of the common aspects that define the Virtua
and often quoted in the literature, includes factiiat ~ Community concept: the support technology. In faet,
describe a virtual community as a social aggregatio increase the horizons and the possibilities ofvitteal
that emerge from the Net when enough people carry o Communities by giving new types of services based o
those public discussions long enough, with suffitie @ new and more user-friendly technology like the
human feeling, to form webs of personal relatiopshi IDTV.
in cyber-space. Hagel and Armstrong [7] focus an th ~ In fact, the possibility to integrate the increasin
content and communication aspects with special IDTV technology with the idea of virtual community
emphasis on member generated content: for themcan give two great profits: on one hand we haargel
virtual communities are computer-mediated spacesincrease of the digital television potentialitiepening
where there is a potential for an integration afteat ~ Ne€w ways of communication and new types of services
and communication with an emphasis on member-for the IDTV users; on the other hand, consequently
generated content. The definition from Jones andWe gdive the possibility to enter in a virtual conmmty
Rafaeli [8] uses the term “virtual public” instead taking advantage of his services also to a usegeran
virtual community. In particular, they say thattual  the IDTV users, that sometimes can have not enough
publics are symbolically delineated computer mexdiat ~ ability to surf the Web.
spaces, whose existence is relatively transpanedt a ~ We can say that the integration of the digital
open, that allow groups of individuals to attend an television with the paradigm of virtual communitieen
contribute to a similar set of computer-mediated €xtend the basic concept of interactivity, movitg i
interpersonal interactions. Another interestingnpaif ~ from a simple logic user-TV to a more interestiogit
view is the Romm and Clarke’s [9] definition, which based on the interaction user-user or user-comgnunit
points out only the aspect of communication, thatia of users.
electronic media: virtual communities are groups of

106



In particular, the

ideas at the base of the

Our framework is deployed as a multi-agent

development of our framework have been principally platform which we can split in two main sides: avee

two: the support for community games and a morewid
support for virtual communities involved in
cooperative activities such as on-line auctions.

and a client side. The server side is set on aseeker
and it is deployed using the standard FIPA
specifications, instead the client side is the more

The technology used is a multi-agent technology, innovative one, because, since it is set on thdopet

this because the intrinsic characteristics of ragents
systems and of the agents themselves,
proactivity, make them very proper to our scope.

4. The Framework

box, it requires to enable FIPA Agents on thesedyp

such a®f devices.

In the next sections we give a first descriptionheaf
platform architecture, starting from the clientesiéind
then we will talk about the behaviour of the global
platform, giving some example of virtual commurstie

Agents need resources to act and to communicate SUPPOTt.

In FIPA [10] specifications, the run-time support
providing such resources is the agent platform.mge

can run only in the scope of an agent platform

providing the basic services to support interopiditgb
a means for sending and receiving messages and
means for finding agents, i.e., white pages antbwel
pages. We do not request the platform to provide an

4.1. Client side

The agent container set on the client side must be
Hexible enough to allow the integration of newsees
for the virtual community users. For this reasom w
think that the best choice is to conceive the tigde

support for concepts from agent-oriented software of our framework as a MHP interactive application.

engineering such as autonomy or
interoperability. Basically, the platform is onlyeant
to support the typed-message agent model.

service-level

In the DVB MHP standard, applications are
executed in the context of concrete services ontsve
in a service, and, usually, they do not surviveeraft

Agents communicate explicitly sending messages fi_nishing that context. In order to support sergider
and such messages may reach either agents within thvirtual communities, we have to take into accounat t

same platform or agents on different platforms.sThi
difference must be transparent to the developeraand
fundamental characteristic of agent platforms

our system needs to store all the viewers’ preferen
about a particular topic (i.e. the user profile an

is community game). So our approach integrates a@peci

enabling this to support open societies where agent agent, named User Agent, which has the basic toles

running on different platforms can join and leave
dynamically.

The distribution and cooperation of agents residing

on different platforms implies the conformance to a
standard. At the moment, only FIPA is producing
specifications for agent platforms.

At the moment, a number of FIPA platforms are
available [11, 12,13, 14], our middleware is
developing the enabling technology for allowing the

work as an interface between the user and theofest
the system and to store the user preferences.

The User Agent is responsible of building the user
profile, maintaining it when its user is on-linedan
notify to the system when his related user is acfishe
communication UA-user is performed by a standard
GUI by which the user can manage his profile ared th
different services. Clearly, on the other side, the
communication between the UA and other agents is

seamless deployment of agents to the Java-enable®ased on FIPA specifications.

IDTV devices such MHP-compliant set-top boxes.

Application 1 Application 2
Auction Communily Game b
52201 1 I
[ Agent Container |
L — Tuner
MHP Implementation

1
Java Virtual Machine TV-Monitor

1
Operating System
T

| |
| |
[ Drivers |
| |

Hardware

Figure 2. Client side architecture
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In order to support particular services for virtual
communities, such as the possibility for a user to
delegate to her/his personal agent the negotiatican
price in an on-line auction, this basic type of regs
always active on the user device.

The framework allows the development of other
types of agents to guarantee other particular tyges
services, but for the moment our idea of the clzdé
is that it must be based on “thin” software, so the
reasoning mechanisms for the moment are delegated t
the server side agent platform.



4.2. Server side

a more wide support for virtual communities invalve

in cooperative activities such as on-line auctions.

The server side of our framework consists in an
agent container set on a standard Web server ctathec
with the clients through the return channel of fet-
top boxes.

In order to support services for virtual commursitie
the server side of the system has to include at fae
different types of agents: a SP Agent (Set-top box
Proxy Agent), a MP Agent (Mux Proxy Agent), a User
Profile Manager, one or more Service Agent and a
Directory Facilitator.

The SP Agent represents the interface between the
server side multi-agent architecture and the clbgoht
device: this agent receives the requests which came
from the User Agent set on the user set-top box and
manages them interacting with other kinds of agents

On the other side, we have another proxy agent,
called MP Agent, which is responsible to update the
state of the application and to notify it to the
Multiplexer, in order to update the raw data redate
the Xlet embedded in the MPEG-2 stream and,
consequently, the state of the interactive apptinat
displayed on the user’s TV screen.

Between the two proxy agents have a specific kind
of agent, named Service Agent, which is respongible
a particular type of service offered by the framewo
the virtual organization. In example, if we think &
multi-player game, the Service Manager relatecht t
type of service will be responsible to manage tages
of the game, to find one or more appropriate pastte
play, etc.

—

‘ Carousel

L | m—

Broadcast
Equipment

Java Xlet

Directory
Facilitator

&
Q5

Service Agents

\

User Profile
Managers

O— 0O

MP Agent

4/

// SP Agents

Web Server

T

ANV Contents
Supplier

User Agent

Set-Top Box

%»o

Return Channel

TV-Monitor

User

Figure 3. Architecture of the system

5.1. Community games

The idea to play a game in a virtual way with other

The User Profile Manager agent is responsible of device.

To describe quickly the system behavior relatively
information/preferences of the users themselves into such type of service, we can consider a simyge t

maintaining the profile of the wusers and the

relation to the particular types of services offetsy

the

real-time

people connected by a network or, in general, by a
technology supporting
between the game participants is very common and
diffuse on Internet. With our system we match itiesa
with the TDV interactive television, allowing IDTV
users to play a community game without using ape ty
of computer and of network, but through their IDTV

interaction

of game like “Othello”, which requires two players.

the system (i.e. game preferences, skill level).etc
In the end, the Directory Facilitator is responsitul

When an IDTV user wants to play an Othello match
versus another user he has fundamentally to coenplet
inform an agent about the address of the othertagén  two steps before starting the match: the service
the system. configuration and the choice of the opponent. The

Figure 3 gives a graphical representation of the service configuration is a task that the user has t
architecture of the system, focusing both on the perform only the first time she/he uses the appboa
interactions between agents and between the differe the user has to insert some information like thmea
devices. In figure 3 groups of three agents mehat t preferences, the skill level, etc. Once the game ha
there can be one or more agents of that type. been configured, the User Agent communicates tleem t
the server side of the system to update the usditepr
managed by the User Profile Manager agent.

At this point the user is able to play: when she/he

In this last section we give some example of run the game by his set-top box, the User Agent
services supported by our system. In particulavas ~ notifies the server-side that his associated usetsito
said when we introduced our framework, the ideas atplay. At this point the Service Agent related tatth
the base of the development of our system have beeigame creates a new game instance and the UseleProfi
principally two: the support for community gamesian Manager agent find a possible opponent (the otser u

5. Sample Services
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has to be “on-line” and has to be a compatiblel skil enormously the range of users that are possibihexh
level). by everyday Internet-based virtual communities.

Once the opponent has been chosen, the match can At the moment, our framework is under
start: the system, e.g. the Service Agent, contislyo = development. For the server-side of our multi-agent
updates the state of the application in relatiorthi® system we are using JADE (Java Agent DEvelopment
moves made, one after the other, by the particpant Framework) [11, 15], which is a software framewtrk
until the end of the match. Obviously, in relationthe aid the realization of agent applications in comauptie

result, the system updates users’ profiles. with the FIPA specifications for interoperable
intelligent multi-agent systems. Client-side is ézh®n

5.2. Online auctions new, yet somehow consolidated, IDTV technologies,
e.g., MHP.

Also the paradigm of the on-line auctions is very  Our future work is related to the development of
common for the Web users, we can think about thenew types of applications and services expandieg th
famous eBay Web site to quickly understand the functionalities and the multi-agent architecturetio¢
enormous success that these types of services havBamework.
collected in the last years. The behavior of thetesy
is very similar to the previous case, in the sethse References
also for this type of service the user has to nake
initial configuration of the application insertirger/his [1] MHP Sitehttp://www.mhp.org
data which are used to update his profile.

Differently from the community game, in this type
of service we have not a real-time interactions ragno
the involved users but we have an asynchronous[4] DAVIC Site http://www.davic.org
communication. When a user wants to sell something(s] Havi site http:/mwww.havi.org
she/he opens a new auction inserting the initiadepr
the deadline, etc., then the User Agent notifysever
side of the system and the Service Agent relatetliso _ .
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DistributedWorkflow Enactment:
an Agent-baseBramework

Giancalo Fortino, Alfredo Garro, andVilmaRusso

Abstract—This paper describes the design and the
implementation of an Agent-based Workflow Enactment
Framework (AWEF) which can be instantiated a the bass of a
work flow schema fa obtaining a spedfic workflow enactmert
engine. A workflow engire therefore is a MAS capaldle o
managing instances of the workflow schema used for the
instantiation of AWEF. Each MAS adopts a hierarchical
organizational structure composedby an EnacterAgent, which is
respongble of the activation andmonitorin g of the workflow , one
or more ManagerAgents, which are responsible of the executon
and control of the workflow /subworkflows according to a
parent/child model, and one or more TaskAgents, which are
respongble of the execution of internal tasks and/or of the
wrapping of external taks or services The hierarchical
distribution of the workflow executon control between the
ManagerAgents and the distribution of the computation among
the TaskAgents allow for more flexible, efficient, and robust
enactment services

Index Terms—Multi-Agent Systms, Distributed Workflow
Enactment, Workfl ow Patterns, Agent-based Applications.

|. INTRODUCTION

ORKFLOW Management Systens (WFMS) are
systens dbsigred to auomate complex acivities
consgsting of many dependent tasks [26]. In the lastdecads
WFMS have been developad to provide swppat to the
modeling, improvement and atomation o business
management, indwstrial engineering, and daa-intensive
scientific processes[25,10]. Since each lsiness area can
benefit from workflow management it is possible to
distinguish different kind of workflows and relatedworkflow
managenent techriques sgcifically conceived for meeting the
requirements of a specific business areaard fully sypporting
the asscciatedbusinessprocessesA main distinction thatcan
be done is between Collaborative and Production-oriented
workflows. The former are informaton certric: human
interactiors drive the eecutilm o workflows in a loosely
struictured menner. In this case WMS are Computer

G. Fortino is with the Departemt of Electonics, Informatics and Sstens
(DEIS), University of Calabria, Rende(CS), 87086 Italy. (e-mail:
giancarlo.fortino@unial.it).

A. Garo is with the Degrtrert of Electronics, Inbrmatics and Systens
(DEIS), University of Calabria, Rende(CS), 87036 Italy. (e-mail:
alfredb.garro @unical.it).

W. Rus® is with the Department of Electronics, Infomatics and Sstens
(DEIS), Unversity of Calabria,Rende (CS), 87@6 Italy. (e-mail: wilma.russo
@unical.it).

Supported Cooerative Work (CSCW) systens that offer
groupware agplications ard other staredworkspacetoadls for
swpating human interactions [4]. Instead, Production
workflows are pocess-diven due to their highly repetitive
nature [7]. In this case tle processs ae hghly structured and
the adgpted WFMS ake basedon workflow enactrent senices
able to offer an dicient and accurate contraboutthe flow
of the processes. Moreover, in a Produdion workflow, most
of the tasks ae eecutedauomatically by sdtware programs
and applicatiors without interactingwith humanusers. Sich a
kind of workflows can be nodeled as a set fointerrelated
services (Senice Workflow) [29]. In the context of Internet-
based workflows [19], such senices are distributed and
ownel by different organizations so that they could become
unavailable due © the lack of network senice guarartees To
deal with this inportant isse, a dymamic senice allocationof
senvicesis oftenrequired aswell asthe negotiation of sewice
level agreenents (SLA). Due to thesereasms the enactnent
of Internet-basedworkflows requires more flexible enactrent
ergines kasedon more adcequate coodination mecharsms.

To effectively fulfil swch requirements the Agerts

paradigmand tehnobgy are béng used since Agents are

widely considered very sutade for the modeling and
implementaton of conplex sdtware systera in open
distributed environments[18]. In paticular, in the context of
workflow management, the use ofthe Agerts paradigm allows
for trarsforming a wokflow from a sequerce of acivities,
that ae often modeled and corsist of (Web) senices

invocation in a ociety of proactive, autoomous and
coordinabde enities (©r multi-agent sysem) whose
coordinated interactbns drive the wokflow execution
[20,17].

This paper poposes an agntbasd approach for the
distributed eractrrent of workflows. The wokflow enactnent
is ersbled by an Agemrbased Workflow Enactnent
Framewak (AWEF) which is instartiatedon the bais of the
schenes of the wokflows to be eracted so obtaining specific
workflow engines. A workflow schema can be defined by
using the Workflow Patterrs identified ard proposed by van
der Aakt [25] and can be repsnied wsing YAWL (Yet
Another Workflow Language) [24]. A workflow engine
therefore corsists ofa MAS capalke of managng instancesof
the workflow schema used for the instatiation of the
workflow engine. The famewark provides he bag agents for
workflow enactnent (EnacterAgent, which is resporsible of
the acivation and monitoring of the workflow,
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ManagerAgent, which is regonsible of the eecutin and
cortrol of the wakflow, and TaskAgent, which is responshble
of the execution of interral tasls ard/or of the wrapping of
exterral tasks or sewices) their interactionprotocols ard a set
of control-flow classes with are assciatedto the behavior of
the Manager Agent ard implemert the Wakflow Patems The
framework is implemented by using JADE [3,16], a FIPA-
conpliant [13] Javabased agnt development ervironment
which basicaly offers adistribued agent platform ard anAPI
for agent pogramming.

The remainder of the pagr is oganizedas bllows. Section
2 introduces sme baclkground concepts abut workflow
enactnent, presets aur agentbasedapproach enaled by
AWEF and reports some related works. Section 3 and Section
4 degribe the desgn ard the JADE-basedimplemertation of
AWEF respectively. Findly conclusiors are dawn and
directions d furtherwork delineaed

I1.DISTRIBUTED WORKFLOW ENACTMENT

The Wakflow Refererce Model, proposed by the
Workflow Managment Coalition (WfMC) [28], describes a
gereric achitecure for workflow managenent consisting of
sevedr functional componerts interfaced wih a Workflow
Enactnent Serice (see Fgure 1). The Praess Definition
Tools alow a process designer to define busness processes
often adopting a dagrammatc represetation. The daganms
(or workflow schemas), reresentedin a Pracess Deséption
Language (PDL), are receivedby the Wakflow Enadment
Senice \ia Interface 1. The Workflow Client Application is
usudly the apflication which requests e enactrant of a
workflow to the Workflow Enactnent Senice by specifying
the wakflow schenma to be emacted and passirg the
parameters Case ActivationRecad) neededfor the activation
and execution of a gecific workflow instance. Dung its
enactnent a workflow can ke administered am monitored
(Interface § ard it may interact wih other auomated business
proceses(Interface 4), with human participarts (nterface 2
and with other applications without human intervention
(Interface 3)

P—
Process
Defintion Tools

Interface 1 5

Workflow API and Interchange formats

- Turerface 4
Interface 5

Other Work flow

Workflow Enactment Service
Administration Enactment Service(s)
& Monitoring

-

Tools

Tnterface 2 ¢

Workflow
Client
Applications
S

Fig. 1. The rderence modd for WFMS proposed bythe WfMC.

TABLEI
THE WORKA.OW PATTERNS
PATTERN PATTERN NAME
TYPE (SYNONYMS) DEFINITION

Seguence An activity is enabled faer the
(Seqluentlal routing, serial completion ofanoher activity .
routing)

A point in the workflow where asingle
Parallel Sit threal of control sgits into multiple

g (AND-split, parallel routing, threads of contrd which can be executed

T fork) in parallel, thus allowing ectivities to ke

o exeauted simultaneausly or in any order.

= P A point in the workflow wheremultiple

5 &/nd”!rpnlzalon pardlel subpocesses/adivities corverge

g (AND—]0|n, rendezvous, into one sngle thread of cortrol, thus

. synchronizer) s :

g synchranizing multiple threads.

o Exclusive Choice A point in theworkflow where,basd on
(XOR-split, conditional a condtion, one d several branches is
routing, switch, decision) chosen.

Simple Merge A point in the workflow where two or
(XOR-join, asynchronous more alternative branctsemerge without
join, merge) synchranizéion.
Multi-choice A point in theworkflow where,bagd on
(Conditional routing, a condition, a number of branches are
selection, OR-split) chosen.
- Synchronizing Mege A paint in the workflow wheremultiple
8 (Synchronizing join, OR-join) | paths comergeinto ore sinde threal.
= 5 A point in a workflow where two or
% ﬁ moreh brmgh&lf reo;)nve';%e whi‘th)u:]
= : synchranization. If more than one ranc
g § Multi-merge gets activate the adivity following the
3 5 merge is $arted for every adivation of
Q %\ every incormring branch.
§ A point in a worklow that waits for a
‘g number of the incoming branches to
Discriminator complete  before  activating  the
(N/M or partial join) subsequent activity then it wats for the
remaining branches to conplete and
“ignares” them Then itresetsitself.
Arbitrary Cycles A point in a workflow where one or

g (Loop, iteration, cycle) more activiti es can be dae repeatedly.

g A given sub-workflow should be

& Implicit Termination terminated whenthereis nahing els to

be dae.
Multiple Instances
without synchroniztion Multiple instances d an adivity can be
(Multi-threading without createl with no need to sgychronize
synchronization, spawn off them
facility)

§ Multiple Instances with a An adivity is enabled a maber of times

S iori desian time known at degyn time. Onceall instances

E priori 9 are ompleted sone other activity neals

I knowledge to bestarted.

=8 An adivity is enabled a maber of times

5 Multiple Instances with a| known at runtime. Once all ingances are

= priori runtime knowledge | completed sone other activity needsto

be darted.
Multiple Instances An adivity is enable_d alrmber of times
without a priori run-tine known neither at design time nor at run-
time. Onee all instanes are completed
knowledge some other ativity needs tobe stated.
. It is simlar to the exclusive chace but
gg;;dcﬁgoogieﬁp"dt the (hoice is n_ot made exnicitly andthe
] ’ ; runtime envronment dedédes what
choice, deferred XOR-split) branch totake.

g Interleawed Parallel A set of adivities is exeated in an

o Routing arbitrary order dedded at runtime; no

% (Unordered sequence) two adivities ae adive at the same time.

(] . The enabling of an ativity depeds on
,(\'/Il'isetz}gndeeadline Sate the workflow beirg in agiven state i.e.

o ’ the ativity is only enabled if a certain
condition, withdraw milestone has been reached which did
message) not expire \et.

- - An enabledactivity is dsaled, i.e. a

»(.% g:/\iﬁlaévcatcl:}(lil\fi)t/) thread waiting for the execution of an

3 Y) activity is renoved.

g Carcel Case A workflow instance is removed
(Withdraw case) completely.
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As described aove the Process Definition component
provides the processdesgner with a workflow language able
to specify a workflow schema which can le successiely
instartiated by mears o the Enactrent Sewice kasedon a
workflow APl and on one a more workflow engines. Tk
workflow ddinition language is to be expressive and powerful
to specify camplex workflows from seweral perspectives:
cortrol-flow, data-flow, resaurce andoperational [25].

The contra-flow persgective describes activities ad their
execuion ordering through different constructors, which
pemit to control the flow of execdion, and provides an
essetial insight into the efectiveress & a wokflow
specifcation The dataflow perspecive rests a control-flow
perspecive, whle the resarrce and operatioral perspecives
are ancillary.

An expressive and powverful set of control-flow congructs
for the sgecificaion of workflow schemas (WF Schemas) is
the set of the Workflow Patterns proposed by van da Aalst
[25]. In Tade | the Wakflow Patems, idertified by
exanining the most known cortenporary workflow
managenment systens, are enumerated along with their
synayms ard a hbrief definition.

An exarmple WF Schema based on the WF Patters and
drawn by using YAWL [24] is given in Figure 2. After the
task A is caried out (sequerce patter, thetasks B, C, ard D
are execued in parallel (parallel sgit pattem). When B or C
complete (synchronizing nerge patern), the task E is
execuwed an amitrary number of times @rhitrary ocles
patterr). When D campletes (sequerce patterip either the task
F o the sk G (exclusve choice patterh is executed When
either F or G canplete (simple merge pettern), depending on
the peceent cloice, he task H is executed (seqience
patterr). Whenthe iterative execution of E completes ard also
H terminates (synchronization pattern), the taskl is execued
and after its conpletion (seqience pttern), the wokflow
terminates

Fig. 2. An exanple WF Schema bad on the W Pattens.

A gereric Workflow Enactnent Service WFES) ecéves
from the wser the indication about which workflow is to be
enacted(WF Type mran) and the Case Atvaton Recad
(CAR) for the specific workflow instarce; then, on the basis
of the WF Schema carresmnding to the selectedVF Type,
the WFES enacts & wokflow by mears d a spgecific WF
Engine If the WF Engine is of the distributed type the user
indicates alsoa set of parans for specifying some
requirements relaed to the distritution of control,

computation andfor dda during the workflow enactment

(Figure 3)
=

|:> WF Enactment Service
w HU‘M
Distribution Params

Fig. 3. An A Workfow Enactrent Service.

WF Activation Params
*  WFType
« CAR

More in details, in order to emct a wakflow the WFES
sdects a suitable WF Engineg from the WF Engines
repositary, on the basisof the sctema of the workflow to be
eracted. f the reqiired WF Engine is nt availablethe WFES
createsit. The creaton is driven by the WF Schema which is
used to propedy instariiate a Workflow Enactnent
Framewak so bulding a WF Emgine ade to eract that
specific WF Schera. In building the specific WF Engine the
distribution patams specified by he user are alsoconsdered
Finally, the WF Engine will enact tle wokflow on the besis
of the given CAR and the passille distribution parans (Figure
4). The creaed WF Engine is staed in the WF Engines
repositary so that it can be reused for enacting future
workflows of the sane type.

WFE
Framework

Distribution
Params

WF Schema

CAR

WF Engine

Fig. 4. The costruction ofa WF Engine.

A. The proposed agent-based approach

In our approach br the dstributed wakflow enactnent a
WF Engine is a MAS built by propealy instantiating the
Agentbasd Workflow Enactnent Framework (AWEF) on
the besis of a WF Schera defined by using the WF Patters.
In paticular, a WF Egine condsts o tree diferent agent
types:

- EnacterAgent, which represetts the interface between the

MAS condituting the WF Engine and the Workflow
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Enactnent Senice and is responsible for the activationand

monitoring of the workflow.

- ManagerAgent, which is responsible of the excttion and
control of the workflow. A sinde Manager Agent allows for
flat workflow managenent whereas éhierarclical structure
of ManagerAgents, fomed accading to the prer/child
model, allows for a herarchcal workflow managerent.
The behavior of aManagerAgent is defined on te basis of
the WF Sclema it has to emct.

- TaskAgent, which is resmpnsibe for the execution of
internal tasks andor for the wraping of external tasksor
savices. The behavior of a TaskAgent is defined on he
basis d the activities comosing the taskit has to cary out.
A WF Engine is, therefore, a MAS with a hiearchcal

orgarizaiona struwcture in which the catrol of the workflow

execuion is herarchcaly distribued between the

Manager Agents and the computation is distributed among the

TaskAgents.

A WF Schena can be specified by using YAWL [24]
which is based on the WF Patters ard offers also an XML
basedrepesentationof the WF Screma

The design and the implementation o the AWEF, onwhich
the WF Engnes are based are presetted in details in sectiors
3ard 4

B. Other related approaches

In the literature it is possile to find different proposals of
distributed workflow enactnent mechamsms based on the
Agent paradigm and technologies which aim to support more
flexible, dynanic ard adapive workflow from the process,
resairce aml actiity persgective B].

Such approaches differ from each other in the suppated
dimendgons of distribution (cmmputation, @ntrol and data), in
the adopted coordinaion modd (control-driven, data-driven)
and in the expoited MAS orgarizaional stucture
(hierarchcal, peerto-pee.

In [10,23,21] the authors presnt an agen-basedworkflow
engne cetered on a herarchical organizational structure in
which a ProcessAgent execides a waokflow instarce by
requeding the executin of the tasksomposing the workflow
to a set of ResourceAgents. ResourceAgents canbe seenas
represerting web sevicesand canbe dynarmically discovered
and allocatedto a ProcessAgent by a ResourceBroker Agent.
In this cortrol-driven apgoachthe cotrol about the stateof
the wakflow execuion is hierarchically distributed between
the ProcessAgents and the conputation whereas dta are
distributed anong the ResourceAgents which are reponsible
of the task ercuion.

In [1] the adhors popose a software environmert to
dynamically generate agen-based workflow engines. A
workflow ergine is generated by acompiler that trarslatesan
XPDL workflow definition to a MAS read to be execued in
the Hemes middleware. The traslaion process isa two step
procedire. In the first stepthe wserdevel wakflow definition
is mapped to an Agent Level Workflow (ALW) specfication.
In the secnd step the conpiler cortretely generates agents,

called Workflow Executas, from the ALW specfficaion by
plugging the implementation of the required workflow
activities, that are awailable in a repostory, into “empty”
agerts (keletors). A workflow engne is, tlerefore, aMAS
having a peerto-peer organizational structure in which the
workflow exection is driven by the irteractions anong the
Workflow Execuors.

A similar appoachcanbe found in [22] which preselts a
methodology for trarslaing a wakflow specifcation into a
MAS architectue specifying formalized rdes fa modeling
agerts’ behaviors. The MAS is ot gereratedautanatically by
a compiler like in [1] but by the aveloper adpting a tol
calledAgent Develper Studio (ADS).

In [7,8,9] the auhors presen an agetibased approachfor
enacting BPELAWS (Business Proess Ercutin Language
for Web Seniceg [6] workflow specificaions. BPELAWS is
an XML-based language that albbws for the sgecification of
workflows wrere the acivities are @fined by Web sewvice
invocatiors. The proposed distributed enaciment mechanisns
combine dita-centeed ard control-centered coordination
mechanisns. Data are nanaged via a shaed XML repostory
while the cantrol of the workflow acivities & driven by
ag/nchronous messages exchanged between the agets that
eract he wokflow. The nessa@ excharge mitem for the
control messagesis deived from a Colored Peri Net model of
the workflow. The agnts’ belaviors are cofigured and
instantiated at mu time on the lasis d the BPELAWS
specification of the specific warkflow to be enactedThe
orgarizaional MAS stricture is kasedon a RequestorAgent
that achestratesa set d Distributed Workflow Agerts
accading to the wokflow specification. The systemhas been
implementedin JADE.

Another agent-based aproach fr eracting workflows
specified in BPEL4AWS is proposed in [14]. The novdty of the
approachis thatthe enactnent of the wakflowsis caried aut
by peeragerns that canbe assaiated with web serices.The
control flow is coded in an interaction protocol that is nat
defined a the development time like in [1,22) but which is
pased d run time between the agets togetrer with the
messa@s soinforming each agnt what  do nex to keepthe
workflow exectting.

Another peerto-peer agent-baed enactrent approach is
presentedn [29]. In this appoachthe wakflow to beenaced
is decanposed into a %t of interelated task partitions. Each
task partition represets a sevice ard its paition, i.e., the
interacton and dependency with the dher sevices n the
process Then each taskpartition is distributed to an agent
which represents a seice piovider dfering a sence required
by the sgecific workflow instance. Bchagernt autonomoudy
manages the eacmment of the repeseted sevice andthe
interactons between this ernice am the others only on the
basis d the assigned taskpartition; agents are ot conscious of
the whde processin which they areinvolved. Such adgted
coordination modd is known as a choreography coordination
model.

113



Il1l. THEDESGNOFAWEF

The design of AWEF was caried out by exploiting an
agent-oriented development process [11] in which the
requirements a@pture phase is swpated by the Tropos
methodobgy [5], the analysis ahdesgn phases arguppored
by the Gaa methodology [27] and the detailed design phese is
supported by the Agent-UML [2] and the Distilled StateCharts
(DSC)[12].

The requirements, capured using the Tropos goal-oriented
appoach were eported in a Reqiirements Statenents
document. On tre basis d the reaiirements the following key
roles wereidentified
— Enacter, which manages the activation and monitoring of

workflows ard repesens the interface between the WF

Engine am the Wakflow Enactnent Sewice;

— Manager, which manages the execuion and cortrol of
workflows;

— Executor, whichexecues he intenal workflow tasks;

— Wrapper, which interacs with the exernal tasks or
senices
Each of these oles was flly desciibed by using a Role

Sclema accoding to the Gaa methodology. The protocds

assaiatedwith eachrole were identified ard dacumented by

an Irteractiors Model. Then the idertified Roles were
aggegatedinto Agent Typesalsospecifying the agn types

hierachy (Agert Model); the main services required to

realize eachrole were specified (Services Model) and the

relaionships of communicaion betweenthe Agent Types
documented (Acquairtance Malel).

The identified Agert Types ae:

— Enacter Agent, which derives from the Enacter role.

— ManagerAgent, which deiives fom the Manager role. A
single Manager Agent adlows for flat workflow managenent
whereasa hiemrchical stricture of Manager Agents, formed
accading to the paent/chld model, alows for a
hierarchical wakflow managerent.

— TaskAgent, which derives from both the Executor and
Wrapper role.

The detailed design phase dlowed for obtaining adetailed
specification of the behaviors of the Agent Types which have
been defined in the Agent Modd. The work products of this
phase were the Agent Interacions Model and the Agent
Behavors Model. The former cansists ¢ a setof Agernt-UML
interactiondiagams [2] whichthoroughly specify the patterrs
of interaction betweenthe Agent Types; the Agent Behaiors
Model specifiesthe dyramic belavior of each AgehType by
mears ofthe Distilled StateClrts (DSC) formalism [12].

The main interaction pattems dcumented by the Agent
Interactions Model are:

— EnacterAgent/ManagerAgent, which is enabled by the
Enacter/Marager Interaction Praocol (EMIP);

— Manager Agent/ManagerAgent, which is enabled by the

Manager(parent)/Marager(child)  Interacton  Protocol
(MMIP);
— ManagerAgent/TaskAgent, which is enabbed by te

Manager/Task Interaction Rotocol (MTIP).

In the Agent Behaviors Model the basic behaviors of the
Enacter Agent, Manager Agent and TaskAgent are defined. In
paticular, the defined ManagerAgent behavior (or
Manager Behavior) is conposed d:

— An InitialPseudActivity, which represeits the starting
point of the wokflow exection in the WF Schena.

— One or more FinalPsaudoActivity, which represent pantsin
the WF Screma at which the wokflow or a part of it ends.
A FinalP®udoActivity uses a parert ManagerAgent for
notfication puposes.

— One or nore WFPattern, which represen the control-flow
activities. AWFPattern, which can e ary of the available
WF Patems [25] (sequerce, aml-sgit, and-join, xor-spit,
xor-join, or-split, multi-merge, discriminator, loop, multiple
instancesdefered choice, mlestone, et) uses one or more
TaskAgents and ore or more child ManagerAgents for
activation purposes aml a parert ManagerAgent for
notification puposes.

In order to model a WF Schema, InitialPseldoActivity,
FinalPseudoActivity, and WFPattern are lirked through
source/target corrol-flow asscciatiors.

Figure 5 stows a Statchartsbasd represettation [15] of
the ManagerBehavior.

ControlFlow

| executeNextControl Action()

ControlAction
Exeauted

ExeaiteNextControl Action/ executeNext ControlA ction()

()uoreaiynoNe puey /uoirea 1 loNabueyDBTEIS

gTermi nateControl/ sendEndNotification()

Fig. 5. The gaericbehaior of aManager Agent.

According to he WF Schema to eract, theManager Agent
erters the ControlFlow swerstate egcutig the
executeFirstControl Action() method. In this superdate, every
times that an ExecuteNextControlEvent is received the
ManagerAgent execues tke nex control-flow acton by
invoking the executeNextControlAction() method whth
fetches the ext WFPattern and exectiesit. Upon conpletion
of a WFPattern exection, two ewerts are gnerated: ()
ExecuteNextControl Action which allows the
ManagerBehavior to invoke the executeNextControl Action()
method; (i) StateChangeNotification which allows natifying
the upper-level Manager Agent or the Enacter Agent about the
control-flow statecharge of the wakflow. If there ae no
more WFPatterns to execte, the TerminateControl event is
generated which drives he ftrminaton of the
ManagerBehavior and the trasmssion of the related
EndNotification to the upper-level ManagerAgent or to the
EnacterAgent. A WFPattern execution can involve: (i) the
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detecton of the completion of ataskthrough the recegion of
a FIPAACL messa@ which canalso cary the data produced
by the canpleted task (ii) the creatbn andor activation of
TaskAgents a Manager Agents.

The interacton diagrams composing the Agent Interactons
Model and the bkehavioral specifications of the Agent
Behaviors Modd are to be intended as basic schemas that will
be caedinto the lasic classes bAWEF. AWF Engne will
be obtained by instartiating such basic clasgs accoding to
the schena of the workflow to be enactedand using the
corcrete mplementatons of the tasks required for the
workflow execttion.

FIPAAgent

1 1

EnacterAgent|  __________ ManagerAgent 1

. [ Taskagent

|
I 7
1 | P

i
<<uses>>|
i

parent
1 1

,,,,,,
' .
| <<uses>>
1 I
- |
EnacterBehavior | _i

1
ManagerBehavior

! TaskBehavior

T

1 1.7 i ! [1.
ivity | 1 1 [ wFPattern | ____i | ! FinalPseudoActivity
source target | __________|

target
SOUrCe 1 = 1 1

o
target

[ [
BasicControlFlow AdvBranch&Synch

T T

Sequence XORJoin ORSplit N/mM

Fig. 6 Class diagam of the AWEFFramework.

In Figure 6 the classes whiatompose AWEFare reprted.
In particular, AWEF provides the tase agntsfor workflow
enactnent (EnacterAgent, ManagerAgent ard TaskAgent),
their interacion protocols ard a set 6 control-flow clases
which are assciatedto the belavior of the Manager Agent and
implement the WF Pdterrs.

IV. THE JADE-BASED IMPLEMENTATION OFAWEF

The JADE-lasedclasses oAWEF weke straichtforwardy
derived from the class thgram reported in Figure 6 In
paticular:

— EnacterAgent, ManagerAgent and TaskAgent extend the
Agent class of JADE [16];

— EnacterBehavior, TaskBehavior armd WFPattern extend
Behaviour class & JADE wtlich represems a gereric
behavior terminating whenthe erd-of-activity condition is
met;

— ManagerBehavior extends FSMIBehaviour class of JADE

which models a complex task whose sub-tasks correspord
to the acivities performed in the statesof a finite state
machire. In particular, the stats of ManagerBehavior
correspond to the cantrol-flow states 6 the workflow (or
sub-workflow) that the Manager Agent is cantrolling; each
state is asswated to a WFPattern which is activatedwhen
the state bcames actve. EMIP, MMIP, ad MTIP are
appositely defined through sequences of ACL messages
instances bthe ACLMessage class & JADE.

In the Pllowing sibsectim a hierachical WF Engine based

on AWEF and apable of enacting the WF Shemareported in

Figure 2is presered.

A. Ahierarchical WF Engine based on AWEF

The herarchcal workflow managenent is enabed by aset
of Manager Agents each bwhich enbodies a sib-schema of a
WF Schena acording to a hierarclical model. With refererce
to the WF Schema of Figure 2 the WF Engine ale to enact
swch aWF Shemais obtained through

1. The rpartitioning of the WF Schema into a set of
hieracchically arranged workflow schemas: WF Schena 1,
WF Schema 1.1, WF Shema 1.2 (see Figure 7);

2. The instantiaton of AWEF with regect tothe obtained
workflow schenes (see Figue 8 for the reslilting class
diagam).

Done?

SubManagerAgent2

Fig. 7. Partitiord WF Schera

With refererce to Figure 8a the EnacterAgent is linked to
the toplevel ManagerAgent which is, in turn, linked to the
TaskAgents related @ the WF Sctema 1, ard to the
SubManager Agentsland SubManagerAgents2 which cantrol
the WF Sclemas 11 ard 1.2 resgectively. Each
SubManagerAgent is, in turn, linked to the TaskAgents
ascciatedto its sclema

With refererce b Figures &-d eachManagerBehavior is
obtained by trarslating its assoiatedWF Schema in a setof
classes congsting of one InitialPseudoActivity, one a more
FinalPseudoActivity, and one or more WFPattern which are
appostely interconnected.
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V.CONCLUSIONS

This paper has described an Agent-based Workflow
Enactnent Framewak (AWEF) which canbe instantiatedon
the bass of a WF Schera for obtaining a sgecific WF Engine
which mainly corsists of a hiearchy of ManagerAgents.
Each ManagerAgent has in chaige the enactnent of a sub-
schena of the WF Sclema usedfor the ingartiation of AWEF
and exploits a set of TaskAgents for the execution of the
specifc workflow tasks as®ciated to itssub-schenma. This
MAS organization allows for the heraichical distribution of
the wakflow execution cortrol betweenthe Manager Agents
and for the dstibution of the conputation among the
TaskAgents. Due to thesefeatues AWEF corstitutesa basic
component for the canstruction of more flexible, efficient, and
robust Wakflow Enactment Sevices.

The JADE-basd implementation of AWEF has been
apdied to the dewlopment of a wokflow system for the
monitoring of distributed agro-indudrial productive processes.
The deweloped workflow systemis a conponent of a larger
sysem which was built in the contex of the M.ENTE
(Managenentof integatedENTErprise) project wtich ains at
deweloping a pervasive system for the control and
management of productive, organizationd, and business
proceses of companies working in the ago-aimentary
indwstry of Calabria. The current expeimentation of the
system provides sippat to a consortium of agro-industrial
greenhouses.

Efforts are curertly underway to develop an erectment
senice which is alle to adomatically instantiateAWEF on

the basis of WF Schemas defined in YAWL.
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Abstract—We describe a new Web service architecture de- processing. RSS today is used mainly for content synditatio
signed to make it possible to collect data from traditional plain it organizes the semantics inchannel element, containing
HTML Web sites, aggregate and serve them in more advanced g era|| information regarding the resource, and a seitesh
formats, e.g. as RSS feeds. To locate the relevant data in the | t h taini loicall lated Di frines
plain HTML pages, the architecture requires the insertion of gemen S, €ach containing og|cg y refate .p|_eces orm
some meta tags in the commented text. Hence, the extra mark- tion. Moreover, every channel or item containstie element,
up remains totally transparent to users and programs. Such alink element and aescription element.
annotated HTML documents are then routinely pulled by our  Eyen though it has been developed for syndication purposes,

Web service, which then aggregates the data and serves them : . o
over several channels, e.g. RSS 1.0 or 2.0. Also, a REST—sterRSS can be applied to realize sophisticated forms of content

Web Service allows users to submit XQuery queries to the Manipulation, like aggregation or advanced querying. gsin
feeds database. Finally, we discuss scalability issues w.r.t. polingRSS feeds is indeed simple: Web portals must publish, to-
frequencies. gether with HTML documents, the related feeds. Users can
then consumethese feeds by a particular client, called RSS
aggregator, by which they can read, queraggregatefeeds.
This article describes a new, experimental architecture fo However, this simple process has some limitations: Web
automated data collection and RSS delivery of data fromasters have to create their RSS feeds by some RSS genera-
traditional HTML Web sites. Our solution requires minimation tool, which are often proprietary and may limit inteesp
and totally transparent changes on their HTML pages. Thgility. Moreover, users may not be able to view older feeds,
data of interest will be routinelpolled from the actual sources nor to query feedsn the fly,directly on the server.
by standard HTTP querying. Subsequently, the so-creatdd We The architecture described hérevercomes these limita-
service can be queried with REST-style sessions that éxtrggns by proposing aull-basedwWeb service to generate, store,

the aggregated data at their wish. As a result, we provideaggregate and query contents using RSS standards. With this
complete layout for the implementation of RSS Web servicggplication it is possible to:

\t;:;-lnteract with the traditional Web in an almost seamless. Automatically and dynamically generate RSS feeds start-
Even though this research project is only at the beginning,. gtgc]):éotreHmTil\r/luz:rngr?oFoigc?ZI order

and only a proof-of-concept implementation is available, w . Query and aggregate them thanks to REST [4], [5] Web

believe that there is room for the application of this type of services acting as software agents '

approach to bridging Web services and the traditional Web. L

us discuss why. Today we find on the Web several interesting Clearly, there are scalability issues involved in our archi

popular news sites that consist, essentially, of plain gt~ tecture, and the pulling policy for each site must be calgful

pages. Even though the content is continuously updated, gansidered. Section VI-B below describes a common stractur

site layout and organization is not changing much. Several 40 pulling policies.

vanced techniques for news broadcasting and syndicat®n ar

now available, the main one being RSS feeds, yet it seems that!l. ADDING META-TAGS TO EXISTINGHTML PAGES

e B e, MWL documents coran a miure of mormaon o be
9 ' ublished, i.e., meaningful to humans, and of directives, i

extr?cglngt tht?\ relevztant data fr?/(/n é)laln HT'\:'L :n_d makes ﬁm form of tags, for graphical formatting, i.e. intended fo
avariable to the contemporary YVeb Service techniques. J:Jrowsers interpretation. Moreover, since the HTML fornsat i

i Indlelt_a'%/ltiday WebRpSo;tadls are putbllshlngt,l alli)ng with trssi%signed for visualization purposes only, its tags do riotal
lona pages, ocuments, mostly known as phisticated machine processing of the information ¢oeth

feeds [1], [2]. therein.

Inasmuch as HTML is aimed at content visualization for
enq user experience, RSS is an XML for.mat aimed at CaP1The architecture was first outlined in the first author's geebn project
turing channels of data items, thus enabling automated dgga

I. INTRODUCTION
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Among other things, one factor preventing the spread of the
Semantic Web is the complexity of extracting, from existing <Xi3;392}°: ‘iXTVPe name="i mgeType" >
heterogeneous HTML documents machine-readable informa- " _, <. of enent nanme="title" type="xsd: string"/>
tion. Although our project addresses only a fraction of the <xsd: el ement name="link" type="xsd:anyUri"/>
Semantic Web vision, our management of HTML documents ~_ 23";: enent name="url " type="xsd: anylri"/>
needs some technique to locate and extract some valuable and s 4. conpl exType>
meaningful content.

Therefore, we define a set of annotations in form of meta-<xsd: conpl exType nane="ext ensi onsType">
<xsd: sequence>

tags, which can be inserted inside an HTML document in <xsd: any namespace="##any"
order give it semantic structure and highlight informagibn pr ocessCont ent s="ski p"
content. In our application, meta-tags are used as anoosati m nGceur s="0" maxCccur s="unbounded"/ >

. . ; . . . </ xsd: sequence>
to describe and mark all interesting information, in order <,XS§: Conpﬁngype>

to help in the extraction and so-calletML-ization phases.

The set of meta-tags we defined (and recognizable by ouﬁxigisgf)g}’: ‘iXTYPe name="channel Type" >

application) is listed in Table | below. The m_eta—tags are <xsd: el ement name="title" type="xsd:string"/>
enclosed in HTML comment tags, so they remain transparent <xsd: el ement name="|ink" type="xsd:anyUri"/>

to Web browsers and do not alter the original HTML structure ~ <xsd: el ement name="descri pti on"
type="xsd: string"/>

of the document. . ) <xsd: el enent nane="i nage" type="i mageType"

The conceptual model of the meta-tags described above is m nCccur s="0" maxCceurs="1"/>
rather straightforward and remains orthogonal to the abjec ~ <xsSd: el enent nane="ext ensi ons”

- type="ext ensi onsType"
tags found in the page. mi nCccurs="0" maxQccurs="1"/>
. . </ xsd:all >

A. Meta tags vs. dynamic XSLT transformations </ xsd: conpl exType>

An obvious alternative t.o our approach to the treatr_nent of<xsd: conpl exType name="i t enType" >
existing HTML structures is that of applying, after the [l <xsd: al | >
phase, some clever XSLT transformation [6] to the HTML <ng1 e: ement narfe="|t!t:(e" type="x§di st U ng;/>
+ : ; <xsd: el ement nanme="link" type="xsd:anyUri"/>
file. It should be con5|d(_ered,_ howev_er, that applying such <xsd- el ement name="descri pti on”
type of XSLT transformations is possible (or at least gseatl type="xsd: string"/>

facilitated) only when the [X]HTML document is well-formed <xsd: el enent name="image" type="imageType"
m nCccurs="0" maxCccurs="1"/>

This, regrettaply, seems rather u_nreahs.tlc to us, exp.ofdr <xsd: el emBnt name="ext ensi ons"
documents. Viceversa, our solution relieves the webnmster t ype="ext ensi onsType"
from any time-consuming translation of her HTML documents m nQccurs="0" maxCccurs="1"/>
into well-formed XHTML ones, which would then make a  </xsd:all> . . e .
B <xsd:attribute name="index" type="xsd:integer
subsequent XSLT transformation successful. use="required"/>
<xsd:attri bute nanme="id" type="xsd:string"
IIl. STRUCTURE OF THEXML OUTPUT use="required"/>

L </ xsd: | exT >
Once HTML documents are processed by our application, xsd:conplextype

annotated semantic structures are extracted and organized <xsd: conpl exType nane="resour ceType" >

a simple XML format which will be stored and used as a  <xsd: sequence>
<xsd: el ement

starting point for documgnt querying and transformatiolnisT name="channel " t ype="channel Type"/ >
XML format has been simply calleXMLData This neutral <xsd: el ement _
format has also been introduced in order to avoid storing the name="item' type="itemrype"

: o i nCccur s="0" Qccur s="unbounded" / >
same information in both RSS 1.0 and 2.0 formats. Indeed, <,Xsd:?egueﬁggi axEeeurs=runbounde

we found more economic for our application to create RSS <xsd:attribute name="url" type="xsd:anyUri"
feedson the fly rather than store them. This approach is  use="required"/>

| flexibl h f dicati f <xsd:attribute nane="rssld"
also more flexible as the support of new syndication formats 'y pe="xsd: string” use="required"/>
(see for example, the Atom format) does not require the re- <xsd:attribute name="ti mestanp"”
design of the lower levels of the application (see furthée théPsz"Xlsg;(gat :I' me" use="required"/>
structure of the XML output resembles the structure of meta- -eonp P

tags previously defined and the RSS XML structure, in order<xsd: el ement name="r esour ce" type="resourceType">

to facilitate transformations from the former to the lattéiis <X23355_egelﬂzgfg:i ;eg‘t g"_fi Cont) >
defined by the following XML Schema Definition [7]: <xsd: field xpat ﬁz.. @d'/>

</ xsd: key>
<xsd: key nane="itenm ndex">
<xsd: schema <xsd: sel ector xpath="itent/>

xm ns: xsd="ht t p: / / ww. w3. or g/ 2001/ XM_Schena" <xsd:field xpath="@ndex"/>
el ement For nDef aul t ="unqual i fi ed" > </ xsd: key>

<?xm version="1.0" encodi ng="UTF-8"?>
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Meta-tag

Description

<channeltitle- ...</channel:title-

<channel:description> ...< /channel:description
<channel:image url=" link=" title=" &

<channel:extension uri=" prefix=? ...</channel:extension
<item:link index="> ...</item:link >

<item:description index=% ...</item:description>
<item:extension uri=" prefix=% ...</item:extensiorn>

Channel title
Channel description
URL, link and title of an image associated to the channel
Channel extension (e.g., publication date)
item link

item description

item extension (e.g., item publication date)

TABLE |
THE SET OF METATAGS

Service Level

<< COMm ponent
Web Service L

<< COIM POnEnt -
Web Service 2

<25 COM PIof Ent 53
Web Service M

Cors Level

<< COM ponent >
Engine

|2 com porent ==
Wrapper

<t com porent ==
Foller

<< COm ponert =

Retriever

44 LOMPonent ==
CataManuger

S COM POnent = |
Transfonm er

Physical Data Storage Level

L COM POOEN &5
Cata Sowce

Fig. 1. The general schema

</ xsd: el enent >

</ xsd: schema>

IV. THE OVERALL APPLICATION ARCHITECTURE

without affecting other components, i.e., by simply tuning
the application configuration files.
« Service Level. Itis the highest level, interacting with Web
clients by means of REST Web services.
A more detailed explanation follows, starting from the Core
level, the foundation over which our application is based.

A. The Core Level

The Core level is composed by several components defining
how the application i) retrieves HTML resources, ii) proses
to extract information about channeling, iii) manages ttas/
piece of information and finally iv)transforms and prepaites
for client consumption:

« engine:the code that routinely invokes the Retriever and
thus the whole polling process.

« Poller: it monitors changes in a set of HTML resources
configured in a particular file, using some polling policy
(see next section). Moreover, the poller has the important
task of coordinating other components in the retrieving,
extraction, and storing phases.

o Retriever: when invoked by the Poller, it captures the
Web resource from its URL and makes it available to
other components.

o Wrapper: it takes care of extracting the annotated seman-
tic structures from the retrieved HTML resources, wrap-
ping them in a new one, that is, assembling the extracted
structures in a fresh, pure XML format, containing the
desired informational content: the previously-described
XMLData format. So, this component must produce a
well formed XML document, ready to be stored by the
Physical Data Storage level.

Figure 1 shows the overall architecture of the application. ,
Our application is based on a modular structure, for maximiz
ing the flexibility and the extensibility of configurationhiiee
levels can be distinguished:

« Physical Data Storage Level It is the lowermost level,
which stores resources, and provides a means for retrieve
ing and querying them. It can be implemented in various
ways, using also established technologies like relational
or XML database[8].

DataManager. it acts as a gateway to the Physical Data
Storage level, taking care of managing information in
the form of the new XML documents previously created,
storing them and permitting client components to query
their contents.

Transformer: it finally takes care of transforming the
stored XML documents into the RSS format requested
by clients, using XSLT transformations.

Typical parameters of this level can be changed simply

« Core Level. It holds the core part of the entire architeenodifying the corresponding parameters which are listed in
ture, including the software components which implemesbme configuration files, in XML format. The configuration
the logic of information management and processingjle of the Engine Component, for example, allows to set the
each component can be implemented using differetype of polling policy of the Web resources. Currently, the
strategies or algorithms, and plugged into the systechoice is betweelfflat, i.e, constant over time, asmart, i.e.,
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depending on the recent rate of updates. Other parameter our application, these RSS resources are accessed throug
are: the type of data manager (currently, the Exist nativelTTP requests, using the GET method of HTTP 1.1 protocol;
XML database together with its connection parameters) aolients can ask for:
the format of the RSSs sent to Dynamo subscribers (currently, A list of collections of RSS resources, each representing
RSS1 and RSS2). the chronological history of a resource.
« Alist of RSS resources contained in a given collection.
« An RSS resource, identified by an index.

The Physical Data Storage level can be implemented with, An RSS resource containing only up to a given number
various technologies: our choice has been to implement it of items, starting from the most recent one.
using a native XML database. This choice allows us to, An RSS resource obtained by querying a collection

store and manage XML documents produced by the Wrapper of resources, searching for keywords in titles, links or
software component in their native format, and to use the descriptions of items.

powerful XQuery language for advanced content queryinghe GET method, in principle, should not modify the original

and aggregation. The native XML database is organized @3, rce. A detailed description of how REST Web Services
a set of collections of XML resources, where the nestinghq resources are accessed follows.

of collections is allowed. In our application, we store XML a) /resources[?type=rssType]:Accesses an RSS re-
resources as provided by the Wrapper software componeny, ce |isting all collections of resources that clients ca

one collection for each resource. Each collection holds ﬂ?@quest and query. The optiongbe parameter identifies the
various chronological versions of the resource: so, eath cggg type of the requested resource

lection effectively contains the history of the resourdé,ta b) /resources/rssld[?type=rssType]Accesses an RSS

informational content an(_j a changelog. ) resource listing all resources contained in the colleciitam-
When a new resource is to be stored, a check is done by {i y the resource id, thessid URL section. The optional

DataManager software component, in order to avoid du@lica{ e narameter identifies the RSS type of the requested re-
resources. Two resources are considered to be differemtiif t source

informational content changes. More precisely, they diferdi c) Iresources/rssid?index=n & [type=rssType]Ac-

ent if changes to titles, links or descriptions of the reseur .osses an RSS resource identified byrstsid and theindex

channel or items are detected. Once stored, thg rgsoum%a{?‘ameter, that is the index number into the chronological
chronologically archived and ready for later retnevmgdanhistory: use "1” for the first resource (the most recent one),

querying. "2" for the second and so on. The optionige parameter
identifies the RSS type of the requested resource.

. . d) /resources/rssld?max=n & [type=rssTypefccesses
The Service level lets Web clients access the RSS feeéjé RSS resource identified by itssid, containing only up

through the use of REST Web Services [9]. REST, an acronyfiayitems. The optionatype parameter identifies the RSS
for Representational State Transfés, an architectural style type of the requested resource.

which conceives everything as a resource identified by a
URI. In particular, it imposes a restriction about of the URL
defining the page info, that, in the REST view, are considerd§sources/rssid?max=n & [type=rssType] ~
resources. Each resource on the Web, such as a particular par g EggLe(LrI:ako\r)t]zlescrlptnon\ desc)=value]
specification file, must have a unique URL (without GET fields & [(title | link | description desc)=value]

after it), that totally represents it. & ...

With respect to the well-known SOAP archltecﬁjren js intended to query all resources identified by the givesld
REST we never access a method on a service, but ratigfyesting only up tomax items and combining, using logical
a resource on the Web, directly using the standard HTT&hd/or" operators, searches for title, link, or description of items.
protocol and its methods, To put it differently, in REST th@he optionaltype parameter identifies the RSS type of the requested
hypertext linking controls the application state. Thistfea of resource.

REST allows greater simplicity and maximum interoperapili
with any Web client, eithethick, like a desktop application,
or thin, like a Web browser.

B. The Physical Data Storage Level

C. The Service Level

e) Complex queriesThe following query:

V. THE APPLICATION AT WORK

To illustrate how our application works we consider a frag-
ment of a HTML document taken from the reference Web site

. . www.theserverside.comAfter the insertion of the meta-tags, the
D. Accessing REST Web Services and resources fragment looks as in Figure 2. Then the fragment is converted in

Adhenng to the REST arch|tecture and V|5|0n’ everyth”‘]é'v”_ format and, if not already present in the database, is stored

; jn,the appropriate collection of the database. Upon request from the
Is a resource and so any request and any search returns tdcrké%t, the XML file is extracted and converted into one of the two

client an RSS resource, actually in the format of RSS 1.0 gj4ts currently supported by our application, that is to say RSS

2.0, depending on the client choice. 1.0 or RSS 2.0. For sake of brevity we present here only the RSS2
version of the output (see Figure 3). It should be noted that in order
2Please refer to [10] for an introduction to SOAP to work properly our application strongly relies upon the insertion of

121



Collection path Description

/db/resources Root collection
/db/resources/headlines.rss | Collection holding XML resources related to the headlirsssresource, that is, its history
/db/resources/headlines.rss/123XML resource identified by its time-stamp (123)

TABLE Il
COLLECTION EXAMPLES

<! -- <channel:image - jon="2 ">
url="http: / /oy, theserverside. con/skin/inages/feed-logo. Jpg” - TISS Version= ..
title='The Enterprise Java Community. - <channel>
Four Enterprise Java Community' _ <titlex
Link="http://wmnr. theserverside.com /="—-F . . .
<! -— «channel:extension uri="http: //purl. orgfdeielenents /L. 17 Enterprise Java Community: Your Enterprise Java Community
prefix="dc” locallame="langquage"> <ftitle>
en-us</channel:extensions -- ) ) <link=>http:/fdynamo. dynalias. orgftss jsp</link=
<l-- <channel:title> -->The Enterprise Jawva Community. 2d P
Tour Enterprise Java Community - “description o _ o
<!-- <channel:link> -—->http://uww. theserverside. con Enterprise Java Community is a developer community, containing up-to-date news,
<!-- </chamnel: link> -->» discuzsions, patterns, rezources, and media
<!-- </chanmel: citler --> <id PR,
! -— <channel:descriptions-->Enterprise Java Community is a description:
developer community, containing up-to-date news, - <i.1nage>
dizcussions, patterns, resources and media =title>The ServerSide. com</title=
<!l-- <fchanmel:descriptions:--> . ) . -
<1-- <chammel:extension uri="http://purl.org/dc/elements/l.1/" <linke=http:ffwrarar theserverside. com=/link >
prefix="dc” localName="date"> --> - <ml=
<!-- </chamnel: extension> -- httpeffwrarar thezerverside. comfskinfimagesffeed-logo jpg
<td colspan="2"= <turl>
<hle=<!-- <item:title index="1"F -->wing® 2.0 web framework released ur
<l-- <£/item:titlex --> <fimage>
</hl> o <dc:language>en-us</dc:language>
<div class="iteninfo"» < N
Posted by: - <item. .
l-- <item:link index="1"> -—> <title>wimng? 2.0 web famework released</title>
<a href="/user/userthreads.tasruser_ id=194346" _ zlink=
title="view Joseph's recent threads ..."=
<1-- < iten:link> ——>Joseph Ottinger</eron httpfffeeds feedburner. comftechtargettsscomhome?m=315
<!-- <item:extension index="1" uri="http://purl.org/dcielements/L.1/" <flink=
prefix="dc” locallaue="date"> -->December 08, 2005 @ 05:25 AM _ <(1€1Cl‘i]]til]ll>
<l-- fitenrextensions --k</dive
op Th?T WS project has Jpst re.leased version 2.0 of its framework with lots of
<!-- <item:description index="1" --> major improvements. wings is a component based web framework resembling
The =a href="http://fwnr. j-wings. org/” target="_blank">wingd projectd/d- the Tava Swing AFT with tts MV C paradigm and event oriented design principles.

has just released wversion 2.0 of its framework with lots of major

improvements. <brx<brxwing% is a component based web framework resembling It wiilizes the mOdEIS’ events, and event listeners of Swmg and Orgamzes the

the Java Swing API with its MVC paradigm and event oriented design components as a hierarchy of contamers with layout managers.
principles. It utilizes the models, ewents, and event listeners of <J’(lescri11tiuu>
Swing and organizes the components as a hierarchy of containers with .
Layout managers. <pubDate=Thu, 08 Dec 2005 08:28:04 EST</pubDate>
£l-- </itentdescription index="1": --> <fitem>
<fchannel>
Fig. 2. An HTML fragment after the insertion of meta-tags <frss>

Fig. 3. The fragment in RSS 2.0 format

meta-tags, which can be accomplished with a very little effort and/or
change in currently available content management and publishin

systems. It is beyond the scope of our application to be able which produces about 4-5 news (in plain HTML format) every

discover the appropriate patterns inside the HTML documents afi@- N order to avoid any interaction with the portals we resorted to
bprop P wnload the HTML pages containing the news, insert the meta-tags

automaticallyinsert the meta-tags, which can be successfully do defined and submit th h ; d f -
by our application only if the HTML document never changes in ity€ defined and submit them to the entire procedure of extraction,
storing and publishing.

internal structure.

Let us now see hov_v a user ir!teracts with the application. FirBt_ Scalability issues
of all, a user can verify the available RSS resources through his . . . . . .
Web browser. She obtains a list of the available resources which carf: YPical problem in the design of an architecture like ours consists
be formatted in one of the two currently supported formats, nam R the forecast of all possible critical elements that can raise as work
RSS 1.0 or 2.0. Following the link, the user gets the archi\}e of tigads become bigger and bigger. First of all it must be considered that

resource, chronologically ordered from the newest to the oldest. G} Instance of Dynamo can be installed for each Web server. In those

application allows also to aggregate RSS items and to query thefgSes in which we have a very frequent production of news coming

It is then possible to keep up-to-date by requesting a fixed num pﬁ?m different sources of information, it is possible to install a "copy”

of the newest items. It is also possible to request the newest iteff Q%/hnamo for each source so to ‘.jgftr'lb”t.te ?nd tevfk? balapce the Ioat?.
containing a certain keyword in the title or in the description. nother, even more Severe, possible limitation to the periormance o

the proposed architecture is represented from the bandwidth required

VI. APPLICATION EXPERIENCE to forward the requests for updates, because in those cases of non
) . regular updates a lot of requests would be useless thus resulting in
A. The proof-of-concept: dynamo.dynalias.org wasting bandwidth. This is the reason of an improvement we are

We made a working prototype of our architecture, that we callexfudying, that is a polling policy able to fit the frequency of the
Dynamo, available at http://dynamo.dynalias.org. By now Dynamgpdates of the news from the Web servers: this policy, we called
publishes the news feeds, in both RSS1 and RSS2 formats, takerart polling policy, adjusts the frequency of the requests for updates
from the Web portals www.serverside.com and www.java.net, eatdhthe frequency with which Web portals generate new information.
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Another factor that may affect the overall performances of Dy- In order to collect the information relevant for the generation of
namoNews is the host database management system, which i® IRSS feed we have defined a set of XML-like annotations which
our implementation ieXist,an Open Source native XML databaseéhave to be inserted inside the HTML documents that contain the
whose performance seems not up to those of the DBMSs normadiltjormation we want to convert. The information is then extracted and
adopted to service Web portals. To avoid long response times ewgganized into an XML format for storing. Typical actions which can
for simple queries, we have implemented a cache engine where tigemade include aggregation, query and conversion to RSS formats
most frequently requested queries are stored. for syndication.

We introduced two different polling policies, which can be chosen The most contemporary Web Content Management Systems
and plugged in our application independently from each other. TGEMS) can handle news publishing and channeling by dynamic
first is called "flat” polling policy, as it does not depend from updaterocedures which, upon user’s request, retrieve data from the DBMS
frequency, while the second is called "smart”, as it tries to fit thihe insertion of Dynamo meta-tags is accomplish just by some slight
update frequency of each Web portal. It is possible to reconfigumeodification of those procedures (usually coded in PHP, JSP or ASP).
at run-time the Poller component of the application (see further), Athough content management systems of the last generation allow
order to switch policy at runtime. It must however be considered thdite publication of news in RSS format, Dynamo has the advantage
the smart polling converges asymptotically to the flat one. of preparing and storing XML news and querying the database in a

With the flat polling policy, Web resources are queried for updatésore semantics-drivenvay than with the relational databases which
at regular time intervals which can be modified. It is the simplesiormally underlie CMSs.
strategy and it well applies to regularly updated information. The We believe that there is room in the current landscape of the Web
first improvement one can make over flat polling is to compute tHer this solution as it allows upgrading existing Web portals with
frequency of the requests of updated Web documents as an estimatainfmal effort. As an instance, our recent work [15] describes how
the frequency. Then such estimate is compared taghkfrequency to bring a legacy system for the managing of community Web pages
with which Web documents are updated or newly generated. Bath to RSS news channeling. By hosting hundreds of discussion lists,
the estimate and theeal times are used to compute a new estimateiccessed daily by thousands of users, the considered application is a
That is: good, and successful testbed for Dynamo.
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Tnt1 = aTn + (1 — @)ty

VIII. FINAL CONSIDERATIONS

We have described a Web application that generates and manages
the RSS feeds extracted from HTML Web documents. The proposed
architecture is intended to be applicable to arbitrary Web sites,
provided that the Web administrator decides to start the service by
adding the proposed meta-tags to the commented part of each page.
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Abstract—The use of design pattens proved suaessful in
lowering the development time and number of errors when
producing software with the object-oriented paradigm. Now the
need for a reuse technique is occurin g for the emergen agert
paradigm, for which a great effort is currently spending in
methodology definitions. In this work we present our experiences
in the identific ation, desaiption, production and use of agents
patterns. A repostory of patterns was erriched during thes
years so to request a clasification criteria and a documentation
template usdul to help user during the sdection.

Index Terms—M ultiagent systems, patterns, reuse modds and
tools.

. INTRODUCTION

N the last years, miti-agent systens (MAS) aclieved a

remarkable success and ffiusion in enployment for
distributed and cormplex applcaions. In ourresearctwe focus
on the desjn process of agesbceties, acivity thatinvolves
a setof implicaions such as caping the ontology of the
domain, repeseiting sccial asgcts, ad intelligent
behaviours. In the fdlowing, we will pursut a specific goal:
lowering the time andcoss of devebping a MAS appicaion.
We think that a fundanental contibution coutl cone by the
definition of reuse @chngues and dols provding a strong
support during the desgn phase. W idenified in desgn
paterns a good saltion © this need. Sinificant motivations
to the use of deghn paterns in a projectare:
Patterns communicate knowledgethey allonv expertsto
docurrent reason and dtuss sgtermaticaly about
solutions apgled to specfic probkems. Paterns also help
peopk © learn a newdesgn paradgm or archiectural
style, and hgd new devebpers gnore taps and pfalls
that have beengarned ont by costy experenceq11].
Patterns increment quality of software desgn paterns
are signs of quality because their useplies safe and
elegant solutions thaare validated by the experience
rather than from testirg [19].
Patterns improve the documentation process the
pattern catalogue constituteasdocunentation repository
where he desgner nmay explbre possble solutions for
his/her problemeach pattermprovides acomprehensible
way of docurrening conplex softvare archiecures by
expressig te stucture and the collaboraton of
paricipant ata level higher han source codg0].
Patterns decrease developmentime: desgn paterns

are stategies heping peopté © find their way through
complex situations by appling readysoltion © solve
diffi cult problenms. Also hey hebp in diagnosng, revising,
and mproving a groups work[11][14].

Patterns improve software maintenance a project
obtained wih paterns reuse § robust and smpler to
modify with resgect totradtional projects[19].

Our definition of patern cone from traditional object
oriented desgn paterns, revised for he agentparadgm. In
paricular we use an oalogical approach, sbngly influenced
by the study of multi-agent system(MAS) meta-nodels.

In this paper we will presemn AgenFactoy I, a tool for
working with patterns for agentsntegrating a user interface
to sekectandapply paterns froma reposiory. Agentacory Il
is basedon the experence done wi a prevous reéase oftie
software[7] that was wseful for exploring the possibility of
designing a multi-agent system using design patterrs as
building blocks and successly to generat code fromthem
The major innovaton of the ol is an expertsystem ablk to
reason abouhe projectand paterns, and a coplex systtmto
generat source code and docemgtion.

The paperd organzed as fdbwing: in the sedn Il we
discussthe PASSI degin processhat is the base of our
approach;in secton Ill we irtroduce ar agert patterrs
definition whereasn secton IV we illustrate tle arclitecture
adoped D reaize he tol; in secion V we illustrate tk
DocWeavera spedic agentof this sockty, thatis respondile
to genera¢ the docunenttion in a specific agent-oriented
style. Firally in section VI we reportsorre conclsions.

Il. THE PASSIDESIGNPROCESS

In our work we will refer tothe PASSI[4] methodobgy
that represergtthe sarting point and he natral conext of our
patern defnition and apptaion. PASSI (Proces®r Agent
Societies Specification andmplenmertation) drives the
desgnerfrom the requrements anaysis to the implementtion
phasefor the construction of a multi-agert system The cesign
work is carried outthrough he constuction of five nodek
obtained by performng twelve sequentl and iterative
activities. Briefly, the phases ad activities o PASSI are:
System Requirements It produces a desption of he
functionalities fa the systerrto-be, diving an initial
deconposition of the problemaccording to the agent
paradgm. The four activities are: (i) te Damain
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Agent Solution Agent

Problem
Implementation

- = 5

Fig. 1 — The three levels architecture for our pattern definition

Requirements Descrption, where he systemis descrbed
in terns of the functionalities; (ii) the Agert Idertification
where agents are introducefibr dealing with identified
requiremerts; (iii) the Rde ldentification where agerts'
interactons are descrbed by the introducion of roks;
(iv) the Task Specification whetthe plan of eacagentis
draft

is fully exploited. It is canposed of four activities: i) in
the Domain Ontology Descrigiion the systemdomain is
represented in tersnof concepts, predicatesmd actions;
ii) the Communicaion Onblogy Descrption focuseson
the agent communicaions, desched n terms of
referred ontological elements, conent language and
protocdl; iii) in the Rde Descripion the distinct roles
played byagens are degiled within their dependenes.
Agent Implementation. It is a nmodel of the sdution
architecture in terms of required classes with their
atributes and nethods. It is conmposed of wo man
streans d activties (stricture definition and behaviour
descrigion) both performedat the sirgle-agert and multi-
agent levels of abstraction.

Code It is amodel of the sdution at tte cale lewel. It is
largely supporéd by paterns reuse and aarnatic code
generabon.

Deployment It is a nodel of the distribution of the pars
of the system acress lardvare pocessitg unit; it
describes the allccation of agerts in the units ard any
constraint on migration ard mobility.

Testing. It hasbeendivided into two differert activities:
the Agent and the Society ste In the first onethe
behavior of each agent iserified with regards to the
original requrements whereas dung the Socety Test
integration verification is carriedout together with the
validation of the overall resits of the iteration.

In order to work with agentdesgn paterns we need a
definition of what sich a pattern is. We agee with the
traditional objectoriented defnition for desyn paterns, but
we introduced sane changes inorder to adap it for the agert
paradgm.

We look ata patern as “a prol#m which occursoverand
over agan in our envionment and hen desches he core
sdution to that poblent’ [1]; the conmon use of degn
paterns s to descrbe bestpractces, good degns, and
capture experience in such a wthgt it is possble for ohers
to rewse them([11].

Our desgn paterns approach was conged durng the

AGENT PATTERNS

Agent Society It is the phase where the agent paradigm Postconditions the agentis able of regstering andde-

Table 1 — Description for the GenericAgent pattern

Name GenercAgent

Classification: interral archtecture/single-agent

Intent: this pattern may ke wed as tke root before
applying all single-agent pattas because it gives to an
agent the ablity of regsterirg/deregsterig to the
platformservices (AMs and DF).

Moativation : this patternis wsefd for agernts who wart to
discover if the sgtemoffers a specific service andihat
agens canprovide t. The GenedAgent patern adds lhe
ahlity of regstratian to the datform (white/yellow pages)
so that the agent is accessible for conversations.
Preconditions none.

registering o AMS e DF.

Solution (Structure, Particirnts ard Cdlaboration): the
target agent is emiched with an attribute for listing the
descrigion of all its serices dfered to the canmunity. A
registerDF() and registerAMS() methods wth their
correspondentderegsterDF() and deregsterAMS] are
introduced to agent class.

Related Patterns this pattern may be the predecessp
for all single-agentpaterns. The LogAgenis a variant of
this pattern which may be wed specifically for
debuggngtesting aims.

devebpment of the PASSI process[4] with the goa of
introducng a vable reuse ¢chngue forthe devebpment of
MASSs: our reuse gchngue uses somPASSI diagrans for
descrbing the proposed sation. In his way the “solution”
introduced is expressedin agert oriented terns, far instarce
ageni role, communicaion, goaland so on.

Jackson n an analsis of softvare degin phases[15]
distinguishes beteen he probem andthe solution conext
the roblem ard its sdution are sepratedertities locatedin
two different conceptial postions. The saftion shys in the
compuer and h its sotware (machine dorain) whereasthe
problemisin the world ouside fom t (applcaion donain).
Our approacha the definition of agent patterns spreads across
both of the appicaion and machne donains. However we
needto specialize the Jacksendonmains b cope wih the
agent concept. Wen using agents as a desigaradigmthe
sdution is gererally quite alstract with resgect to its
expressian in terns d object aiented concefs. We sgit the
machine donain in two sub-donains, ntroduchg te “agency
domain” betwveen he probem and the implementtion
domains (see K. 1). Our patrn archtecure s basedon
these thee lewels:

Pattern problem. A fundanental part of a patern is the
textual descrption of the probem for which it may be useful
It is conposed by (i) maivation, an explanaton of how (and
why) the pattern works, ral why it is good, putting into
evidence steps amdllesrequiredto resdve the problen (ii)
the appicaion conext descrbes he condiions under whth
the probemand he soltion seento recur, andor which the
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Table 2 - Rules for the GenericAgent pattern

(edd rewagerteme)

(ecd newagert adon'fegser DF*reme)

(edd newagert adon'Unieger DPrarme)

(acd newagert adon'fegeer AVIS'Yee)

(ecd newagert adon‘Unegser AVIS' 2 ene)
)

(@diundingenaic agert pecod(ame)
(festegertrane)ten
(eumFALSE)
e
) s

)

sdution is desiralbe; (iii) related patterns elermrent describes
other paterns that could sove a smilar problem As an
instarce d patternwe remrt the GenercAgentdescrbedin
details inTade 1

Pattern solution. It represerd the soution (introduced
when adopting the pmatter) in ternms of agent-oriented
elerents. The sdution descrigion illustrates tb static
structure and lbe dynarnic behavour introduced bythe patern
in terms d resaurces, @rticipants ard cdlaborations. The
formal descrption is a setof rules expressedsing a logical
languagebasedon Jess. These red are chssfied in three
groups: i) the preconditions hauwe be verified before to
introduce the pattern ii) the postconditions are rudes toverify
after the pattern application (they may condition future
patterrs application), ard iii) the sdution rules that are a
logical descrigtion of the elenents constituting the sdution
and their behavourfnteracions. Our paerns for agert are
explicitly defined to be wsed in conjunction with the PASSI
methodobgy [4]; asa consequenceénd soltion is descrbed
using sone diagrans from the PASSIphasesiepccting agens
internal stucture and soel behavour. Roles, tasks,
conmunicaions, andnteracion probcols are examles of he
involved eknment. An instance of rules for the patern
sdution for the previously introduced GenercAgentis shown
in Table 2;in the subse¢bn IV.B we will descrite how these
rules irfluence tre design whenthe patternis introducedin the
project

Pattern implementation. This represetts the lower lewel of
the sdution containing the effective implementation in object
oriented erms. It uses digrans of PASSI depiting the static
structure of he involved agert in terms of classesatributes
and methods using converibnal UML class dagrans and
dynamic behavour of one or rore agerg involved in
interactions using activity or state-chrt dagans.

The mein featue d our tool is to auomatically generatethe
sdution at this implemertation level. This featue will be
discussedn the subsecdn1V.C.

IV. THE AGENTFACTORY TOOL

The AgenFacory Il tool was degined andievebpedafter
sonme experencesdone devalping and usig te prevous
verson of he ol [5][8]. The stategic choice distinguishing

this new verson of he ol from the prevbusoneis that we
are ceveloping it as a rolti-agern system

The swtem as shownn Fig. 2 5 bastaly composedby
four agentorganzations[11] (or groups of agestrespondile
of a functional area): i) tle pattern architect,ii) the agn
model, iii) the asgct weaers aml iv) the object model. Each
organization will be dscwssedin details in the following
subsedbns. The UserAgent exermal to all these
organkatons, B respondile to interact with the desjner,
using a GUI (a screenshds repored in Fig. 3);this agenthas
the goal of adapting its GUI to the agns pesen in the
system (that are nota-priori known);in order b dealwith an
ontlogy that is not a-priori known we used an gin level
ontlogy an refecion techngues[21][2]. In Fig. 3 we show
an instance of th&JserAgentGUI: the tree o the left parel
repors the nodel hierarchyof the project in the right panelit
is possilde to marually edt data fa the elenert selectedn the
tree (often elenents are introduced usig paterns);
specifically, in the exaple, the ParticipanfRole role is
sekckedandthe right panelshows éxt-fields for his element
the rde name, the auhor and te docunengtion, the agent
who phys the role, the tasks nvolved n the roke andfinaly
some cusbm atributes.

A. The AgenModelOrganzaion

This organkaion is respondile to manage he “agent
solution” level of our archiecure (reporéd in Fig. 2). Ths
organkaton is desgned o front a hard prol@m maintaining
the meta-model of our paterns independenfrom the specfic
methodobgy enployed b desgn a sgtem Thisis a hard goal
because all the agent-oriedt methodologies use specific
meta-modek, involving different concep$ or assyning them
differentmeanngs.

We structured he “AgentModel’ as aholonic organkaion
[12] (shown n Fig. 4) based orthree bast roles (that are
playedby the agerts of the agarization): i) the MMDF is tre
head of the hierargh ii) the Fragnent Agents stay at the
intermedate level, whereas iii) tle Model Agerts are tle
bodies of his holonic stucture.

Agent Model
Pattern Architect

X ey,

(j\mnmm Weavee )

Object Madel -
Aspect Weavers
Fig. 2 — Organizations and agens involved in the
AgentFactory Il tool
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Fig. 3 - A screenshot of the AgentFactory UserAgent

The mostimportant role of the organzaion is played bythe
MMDF (MetaMadel Directay Facilitata) agent, that is
inspred to the FIPA [8] Directay Facilitata (DF); in the

order bBnguage;we have choseto extnd the Jessanguage
[16] that is a lisp-like languagadding the ability to access to
the services offered e Agert Model (for instarceto query
for a specific elerant, orto introduce a new eleemt). In

abstract architecture defined BYPA, the DF is the agent Table 2 there is an exate of apattern:the GenercAgent

respondile to maintain the yellow pages for dlthe servees n
the systenby communicating withthe DF all the agents ag
register their own services or dscoveryservces offered by
other agerd The MMDF agenthasa similar functon but
focused on blding the meta-modelused dumg desgn: atthe
beghning the meta-model is enpty; when he model agens
are executedthey register one or wre nmeta-nmodel elenents:
therefore the MMDHs populatedat run-timre (according to a
specfic methodobgy).

Fragment agentsrepresent'pieces of a rathodology” and
are responsie to group nodel agens coming from the sane
methodobgy in a nodel holon; this was donefor two
motivations: i) fragment agens coordnat the work anong
their model agerts (internal cdlaboration); ii) fragmert agens
enablethe collaboration of eleemts coring from different
methodologies (externatollabordions). For illustrating this
concept in Fig. 4 we show gossble configuraton for the
“Agent Model' organkaion. We have wo fragments coming
from two agent oriented nethodobgies: PASSI [4] and
Tropos [4]. Each of hese fragmnt is respondile for
different element of the meta-model (requirement role and
agent for PASSI, goal, resource and agent for Tropos);
intersectons anong nodel agens may be treakd in two
different ways: a conceptmay be shared aong dfferent
fragments (as theagentin Fig. 4) or may be exclsive of a
methodobgy.

B. The Patern ArchitectOrganizaion

This is the organtaion respondle for managhg the
patern repostory and introduchg seécied paterns into the
system Ou pattern implemertation is realizedusing a first

that is wed for giving to an agent the allity of
registering/deregstering in/from the platform servies
(white/yellow pages). THs pettern is wsefd for agerts wio
want to discover f the system offers a specific service and
what agens can provile i. The patern is doneby a rule,
generc_agent that is acivated ushg a paramer (the nane
of the new agmn). This simple set & rules \erifies
(precandition) if an agert with the sane rame exsts in the
project, anthen (pattern sdution) adds the agn with same
abilities  (register_DF  unregister DF, register_ AMS
unregster AMS. In this exarple there are no postconditions.

C. The AspecWeavers Orgazaion

A significant characteristic of AgentFactory (already
presen in the early versim of the tool) is the adomatic cale
generation for diffenst platforms (until now we supported
only Jade[2] and FIPA-OS[10], but it was conceied for
being exended wth other agenplatforms that are conpliant
with the abstracFIPA architecturd8]). The prevous versin
of the ool had acodegenersion engne based on a sequence

Head of
Fragment holons

Fragment agents
(head of Model
holons)

{Tropos)
Early Req

(PASSI) System
Analysis

Requirement Role

Fig. 4 — Agens and roles in he holonic structure for the “Agent
Model” organization
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This MAS was created with PASST methodelogy, Chek on the byperlink for details. Jade platform should be uzed No special devices (PDA, smantphones. ) are
necessary, Please send an emad to [emad] for more detaded aformations
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Fig.5-The portlonofthe PASSI MAS reta-model usd to generate the documntation with the DocAgent; on the right a screenshot of the
hypertextual documentation generated for the case stug

of transfornations accordigto the MDA architecturgl?7]. In  fundanentally carries outhe code generation functionality of
this new versin we are re#ing a more conplex the previous verson of AgenFacbry, generang the base
transformation ergine, that is irspred to Aspect Oriented archtectue o the agrns within their allities/tasks. The
Progranming (AOP)[17] in order b reduce lte gapbetveen OntologyWeaveradds be nanagenent of the onblogy.
the agent soution (introduced usig paterns from the concepts, predicates and actichst are used in the agent
repostory and refned bythe desjner) andte objectoriened  knowledge and comunicaions.
sdution (that is typically an object aiented system. We D. The ObictModelOrganizaion
referredto collaboraive ttamwork as a mtaphor for where o i ] i o
different human-roks (that are expertin their own seapr) 1S organzaion is conceved for realzing he agent
individualy work in a specfic conpetence area, giving their Implemertation level of our arcfitectue (see Fig2); it is
personal conribution to the final soltion. In our corgxt 'elative to the dject aiented sdution. Agerts of this
agentsare the experts and eactiea of corpetence is an organzalon are responiie to treat elements Qf the object
asgect d the agrt-oriented sdution to take in consideratin  ©riented paradim (such as eses, rethods, atibutes and so
for code produdon. Agens have o collaborak in orderto  ©M)- The orgamiaion is conposed bythreeagens: i) the MAS
convergeall their single contibuiion in the sane final object 2%, ii) the Ontology agert ard iii) the Testirg agent. The
oriented code. Inte AOP erminology the engie reaizing MAS agent is responsible to handle dataaohole multi-
this convergence si caled ‘aspect weaver’; this is the 2adentsysemtaking in consderaion boh the stic structure
motivaiion for he nane chosen for his organzaion: an Of the agert and the behaviour of the multi-agert system The
aspectweaver agent is the xpert' of a specific area of the organkaion is ablke to exportthe sourcecode'for Jadeapd
project it is respondile to a spedic aspecof the projectand FIPA-OS agent platfors TheOntology agentis responsile
it is abe to gererate anoutput in terms of object-aiented to _gfanerate classes for ethsystem ontology: these are
solution. The erite organzaion is organized to weave all the S€ralizabe classeshat are usedri the agers knowledge and
contibutions coring from different agens and b meetthem cOMMunicaions. TheTest agent (still under develogent)
in an ungue soltion. will be responsible to generate stub and drisgentsfor
We actually realized only tiee weaver agents: i) an simulating the communicaions and cdéboratons anong

ArchitectureWeaverrespondile of the agentskekton and SyStemagents (integration testing).

communicaions), i) an OntologyWeave(respondile to add

ontology to the messags exharged by acerts) ard iii) a V. A WEAVERAGENT. DOCWEAVER
DocWeaver (that creates th dcumentation; it will be In the past, diring the developmert of multi-agert systens
discissedin details in sectim V). The ArchitectureWeaver we suffered he lack of a spedic techngue for docurening
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our source codewe usedJavadoc for generatg the API
docurrentation (fromconments insource code), but weoted
it is difficult to navigate becae it inplies a shift in the

paradigm (from agent-orientedto object-oriented and vice-

versa); wlereas tk sdution is expressedn agentoriented
terms, the docunenttion is expressed ni object oriented
terms: the mapping is not direct and easy Therefore we
demandeda way for docunening our salttion ushg drecly
an agent oriented style.

From these consderatons we deduet the requiements
for the AgentDoc, an agentiented style for docurening a
multi-agent system the terns included in this documertation
are not fixed, but are dependig from the spedic
methodobgy usedandtherefore fromthe spedic MAS neta-
model adoped. Agentracory Il is naurally inclined b use
different neta-nodels, so we create BocWeaveragent
responsible to generate the AgentDocdachdesignedVAS.
In order b generag this docunenttion the AgentDoc usesthe
meta-model stored in the MMDF. This is nehoughbecause
the agentrequires nformation abouthow anelement of the
MAS meta-model influences he docurenttion conéent In
order to sdve ths problem the DocWeaveruses a (mnually
built) configuration graph that specifies wrat elenents (gaph
nodes) have to be included ihe docurrentation (for each
instance of the included elemts an HTML page is
generatd); whereas tie rektionshps anong he elenents
(graph arcs) generags links anong pages:ithe resul is a
navigabk hyperextual docunenttion.

In the grey box in Fig. 5 we reportthe graph used for
generaing the docunenttion for a PASSI projectlt is a
simplified verson of the PASSI nstamodel conposedby
Agent Role, Task, @mmunicaion and Ordlogy. Fig. 5
shows an exapie of he generadd docunenttion concernig
an agent of the systerthe pagepresents a left fraewith a
list of the systenelenents (agets,roles...), and a right fram
with detailsof the selectedtem; for instarce we f@us an an
agentand ts detils are:roles, conmunicaions and ordlogy
(thatare he nodes vih distance one fronthe agennode).

VI.

Our conviction is that patern reuse s a very chalenging
ard interesting isste in multi-agert systens asit hasbeenin
objectoriened ones. However ware aware that thgroblens

CONCLUSIONSAND FUTURE WORK

involving other aspect as ro, task, pan and so onin this
conext we requie a nore precge coordiaion mechansm
anmongthe weavers. Andter improvenent under devalpment
is the Testirg agent that would be erployed for ntegraton
testirg on multi-agent system
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Abstract by assembling (reusingiethod fragmerftom a repository
(calledmethod basebuilt by splitting up some existing de-
The creation of a new design process for a specific sit- sign processes [16][22][21][3][17].
uation using the method engineering approach is based on  Method engineer is the key stakeholder during a process
the composition of a set of reusable method fragments. Theconstruction activity; he develops two main phases, the firs
request for these reusable method fragments leads to thesne regards extracting, defining, standardizing and sjorin
need for a repository containing standardized fragments in the repository the method fragments coming from exist-
that can be easily selected and assembled in new desigiing processes while the second one consists in composing
processes. In this work we present a definition of methodthe new process through the selection and the assembly of
fragment coming from the work of the FIPA Technical Com- the right fragments.
mittee Methodology and a repository where fragments are oy activity in this field started a few years ago within
classified according to the specific process component (aCthe FiPA Technical Committee (TC) Methodology from
tivity, process role, and work product) they underpin and on \here the basis of this work arose. More specifically we
the specific MAS Metamodel element(s) they work on. acknowledge a great dependence of our method fragment
definition with the one proposed in the FIPA context and
also the design processes we studied are among the most
1 Introduction important in that context (Adelfe, Gaia, PASSI, Tropos).
In this paper we introduce the repository we used for
Today a relevant number of design processes for devel-storing the fragments extracted from the above cited de-
oping multi agent systems can be found in literature; eachsign processes. It is essentially a database where method
of them is well suited for a specific purpose or for a spe- fragments are stored in form of text documents and can be
cific agent architecture (BDI, reactive, state-based,ong accessed using a categorization based on the process meta-
unigue (and eventually standardized) design procesgfittin model elements that we consider central in agent-systems
all possible situation does not exist; in the agent-based de design (process role, phase/activity, work product and MAS
velopment context, we are now facing the same problemMetamodel element). It is interesting to note that, in our
some researchers faced a few years ago when the definitiowpinion, this latter element (the MAS Metamodel element,
of a new discipline was given, the Method Engineering. MMM element hereafter) is one of the keys of agent-system
Method Engineering aims at solving the previously said design today. The lack of a standardized or at least widely
problem focusing on the creation of new techniques andaccepted MAS Metamodel brings to several different inter-
tools allowing the construction of a specific design process pretations for it. Method engineers cannot neglect this as-
(in literature referred as a situational method) [18]. Many pect and we think that one of the first activities while build-
researchers applied this paradigm and shared similar aping the new process is defining the MMM elements that he
proaches: constructing and adapting new design processewill instantiate and their relationships.
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One of the most difficult activities in constructing our specified in the fragment without the required input
repository was its conceiving in such a way that fragments data or without verifying the required guard condi-
could be easily retrieved. We think that our solution to this tion).
problem, coherently with the choice of basing categoriza-
tion on the four cited elements of the process metamodel 4. A list of concepts (related to the MAS Metamodel) to
is interesting: we built a taxonomy within each of the four be defined (designed) or refined during the specified
basic categories (process role, phase/activity, workyed process fragment.

MMM element). In this way, a method engineer who aims

at retrieving a fragment that produces a structural diagram 5. Guideline(s) that illustrates how to apply the fragment
(a kind of work product in our taxonomy) and involves a and best practices related to that.

specific process role (like the Domain Analyst that is an- _ _

other item of our taxonomies), can easily find a list of all  6- A glossary of terms used in the fragment (in order to
the fragments in the repository satisfying these critefia. avoid misunderstandings if the fragment is reused in a
similarly interesting search could be related to the need fo context that is different from the original one).
designing some kind of MMM element (suppose ontologi-

cal concepts) because the method engineer wants to intro- **
duce a fragment about that in his/her new process.

The paper is organized as follows: in the next section we
introduce our method fragment definition, in section three
we describe the structure of our repository and in section
four we provide an overview on the content of our method
base; finally in section five, some conclusions are drawn.

Composition guidelines are a description of the con-
text/ problem that is behind the portion of methodol-
ogy from which the specific fragment is extracted,; it
can be used to facilitate fragment reuse in the proper
context.

8. Aspects of fragment are a textual description of spe-
cific issues like for instance: implementation platform
for which the fragment is more suitable, application

2 Method Fragment area. etc.

~ FIPATC Methodology approach shares a similar mean- g pependency relationships that can be used to identify
ing of method fragment with Harmsen and Brinkkemper fragments strongly related to the considered one.
[3][16][14]. A method fragment is a portion of a design

process composed Of_ FWO main parts, the process and the It can be represented by the metamodel shown in Fig.
product. In our specific approach (also grounded on the \here the presented elements are logically divided in
process model proposed by an OMG specification, SPEMy e areas; the first one concerns the fundamental pro-

[ZO]_) main process elements are Activity, Role and Arte- ;osq faatyres (Activity, ProcessRole, WorkProduct and
fact; more explicitly a development process is ComposedMMMElement- drawn in grey in the figure), the second one

g{ AfCt'V't'eZ pe:rformec: by or:\e (.or more) Igole(s) reSPONSI~ 5ncerns the reuse features of the fragment and the third one
e for producing artefacts, Activities produce or consume ;¢ representation in the repository.

Artefacts as inputs or outputs. From now on, in order to be As regards the first area, the main element is the Frag-
compliant with SPEM notation, we will refer to WorkProd- ment that is part of a Development Process based on

uct and ProcessRole in place of, respectively, Artefact anda well defined LifeCycle (for example waterfall[13],
Role. i , iterative/incremental[2]); Lifecycle, in the area conueg
According to our approach a method fragment is com- the reuse of the fragment, allows positioning the fragment
posed as follows : in the proper place in the development cycle.
1. A portion of process (what is to be done, in what or- A fragment is composed of elements such as Activity,
der), defined with a SPEM diagram. ProcessRole and WorkProduct useful for the description of
the portion of process related to the specific fragment: an
Activity describes a portion of work, performed by a Pro-
cessRole [20] during which some data are used as input or
produced as output, besides an Activity is an element of a
Phase and it is composed of Steps, which are the smaller
dDarts of work to be performed. At last an Activity can pro-
duce one or more WorkProducts, whatever consumed, pro-
duced, modified or refined during the portion of work con-
3. Some preconditions (they are a kind of constraint be- sidered in the fragment; a WorkProduct can be a diagram
cause it is not possible to start the portion of process (for example an UML diagram) or a text document, and

2. One or more deliverables (WorkProducts like
(A)UML/UML diagrams, text documents including
code and so on). The result of the work could
also be some kind of product/artefact that is not be
delivered to anyone outside the development pro-
cess. It also includes a reference to a recommende
notation/language/ structure to be used.

131



Guard Condition

— Composifion Glossary — -
Guideline Guideline Aspect | |condifion Sring
Fragments dependency <E> argument
(L ‘ Consfraint g
1 1 1.* recondition
et | : '
fragment_name :String
] MMMRelationship  [relates | MMMEniity
Development |
Process }
Phase
Hefines/refines
Activity MMMEIEmENT | artefact element
structures Step activity_name : String
descripion : String VASMeta
activity_role - ProcessRole VH C‘; |
- guideline - String Jode
LifeCycle
1. activity_input 0.* — N
performs T ? Activity Data deliverable
activty_output 0.* 0.4
ProcessRole activity_product DiutIWO;:Froduct
= - e - 5tring
role_name : Siring isResponsiblect 0-*lfle URL
adopied notation
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Figure 1. The method fragment metamodel

refers to a Modelling Language Notation. A WorkProd- by the activities that are parts of the whole process, and lis
uct is classified according to a WorkProductKind that de- of concepts, which is composed of the set of MMMelements
scribes the WorkProduct category, for instance text docu-that are designed during the portion of process the fragment
ment, model, code library etc., it is built by a ProcessRole, represents.

which is responsible for its production. MMMElement (the The second area (in Fig. 1) shows all the elements allow-
Multi agent system Meta-Model Element) is a very impor- ing the fragment reuse and assembly, they are the Glossary
tant element of the fragment metamodel we adopted, it isof terms used in the fragment, the Aspect, in the form of a
the generic component of a MAS Metamodel (Multi Agent textual description useful to identify the field of fragment
System metamodel) which constitutes the main building application (several fragments are rather specific for some
block of an agent design methodology. A MAS Meta- kind of agent architecture like the BDI one or an imple-
model is a structural/ontological representation of the el mentation platform like JADE and are not suitable for dif-
ements (for instance agent, role, behaviour, ontology, ... ferent contexts without a significant maintenance), and the
and relationships that will be instantiated in an actual sys Composition Guideline (while Aspects deal with the target
tem; instances of MAS Metamodel elements are describedsystem features, Composition Guidelines concern the de-
in WorkProducts and are also considered as input/output ofvelopment process and describe how and in which context
activities; it is worth to note that in our approach the ul- the fragment can be profitably reused).

timate aim of the work performed in a fragment is to de- The third area describes the fragment as it is stored in the
fine/refine/relate MMMElements. repository, Fragment Dependency is the only element it
Two elements of the definition, belonging to this area, are contains, this is a list of fragments that have a dependant
not explicitly presented in the metamodel, but included in or dependee relationship with the the specific reused frag-
other elements, they are: portion of process, itis reptegen ment.
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This definition of fragment is the basis for the extraction methods fragments at a very low level of granularity.

of method fragments from existing methodologies; in our In our previous works [8][9][10][12] we extracted a lot
opinion the extraction process aims at reifying the coreept of method fragments coming from different agent de-
of activity, role, work product and MAS Metamodel ele- sign processes created by different research groups and
ment. A fragment is physically stored in the repository in suited to deal with very different multi-agent system de-
the form of a text document [7]; in these documents, SPEM sign philosophies, they are: Adelfe, Gaia, PASSI and Tro-
is used as a process modeling language, in particular SPEMbos [1][24][6][4].

notation is employed to represent the main fragment ele-All of these processes present substantial differencesein t
ments (Activity, ProcessRole and WorkProduct) and someterms they adopted and in their meanings for specifying the
diagrams (for instance SPEM Activity Diagrams) are used design process elements; for instance in Adelfe process the
to depict the work flow performed in the fragment and the process role called Requirement Analyst in some activities

relationships among these elements. performs the same work performed by the System Analyst
in the PASSI process; besides each process underpins a spe-
3 Fragment Repository cific MAS Metamodel which elements have a meaning that

can be different from the corresponding one in another pro-
A i ion 1 hod , . disci cess even if sometimes they share the same name. There-
S we said in section 1 method engineering is a discl- ¢, o o fragments, once stored in the repository, lose im-

pling which gim Is (o design, consiruct and adapt methOdSportance and usefulness if we do not dispose a method for
for information systems development [3][22][18]; one of their easy retrieval. We thought that the rationale for-stor

the most common applications of the method englneerlnging the fragments in the repository (and then make clever

paradigm is an approach based on reuse, where the Con(iuery) was to consider the work performed by method engi-

stituent parts of a development process (method fragm(':'ms’%eerwhen trying to assemble new methodologies, he selects

are stored in a repository (method bas_e) from which they only the fragments he can really use; with this we mean that,
could opportunely be selected and retrieved in order to befor instance, if there is not any ontology designer among

succes_,sively assembled i_n the new required process ahi?he workers of an organization, it is useless to include in
operation sometimes requires an adjustment of the fragmen{he process under construction an activity to be performed

n ordl_erto properlyf/ plage itin the n_ew_procfefss). h by such a stakeholder (this would bring to a process that
; In |ter?tur.e we Olrj]nd'ngo reposm_)rlezo LagDments,t € for its application would need skills that are unavailable)
irst one [15] is a method base associated to the Decamerongye ini to facilitate the discrimination of the right frag-

CAME tool apd Fhe second one is the. O_PF repgsltory [11]. ments classifying them in categories based on the main pro-
These repositories share the same aim: to facilitate the S€zass elements (2): Activity, ProcessRole, WorkProduct and
lection and retrieval of method fragments. In constructing MMMElement. However while categorizing the fragments
our repository we share the same aim_of th_e two previouslyWe met a great problem: from the studied processes we
Clrt_]ed exahmglis but.our approach |s.qut|)te dlgferen';]. collected about sixteen different process roles, sevantee
T e method base in De.camerone IS based on the assumrb'hases (each of them is composed of several activities), a
tion that a _method engineer creates a_reposnory Of_frag'lot of work products and of MMM elements. Therefore we
ments coming, on!y, f_rom_processes sgltable for_solvmg @thought useful to categorize all the available method frag-
particular problem; this brings about a first selection of de ments according to a taxonomy unifying (and mapping) dif-

sign proce(sjsgs.hThe extraction of g‘eth?d frzgmednts, thake ent elements (from different approaches) under a unique
once stored in the repository may be selected and asseMgeginition. We firstly identified the set of common activi-

bled in the new design process, regards only a limited NUM-ios o design process is usually composed of, referring to

ber %f fra?rr;]ents._ I_nstead wedalm at collecting a :jelevant the main phases of a software engineering design process
nhumber of the existing agent design processes and at stofry3y11 3] then the principal process roles performing thes
ing all the fragments we can extract from them, in 0 doing, h,5qe5 and finally a set of work product kinds; Fig. 2 shows
during the creation of a specific design process, we h""Vethe clustering rationale for phase and process role, itsis ju

a Ia}lrger(jrep05|;ory to be used ar;d we can selecthand evfdnén illustrative representation of our taxonomy that does no
tually adopt a fragment coming from a process that could g, -, 4e some possibility of intersection among different a

”h‘?t Ethm 'ti wholeness, the pro_bLem W‘? war?t to |S°|V_e; W€ eas; for the work product kinds taxonomy we adopted the
think this choice constitutes a richness for the selecton a - gi,c1yre shown in Fig. 3. In the following subsections we

tivity. As regard OPF, which is the mqst important element will better illustrate the taxonomies.
of the OPEN approach [11], it comprises a metamodel rep-

resenting all process elements which instantiation géeera

a method fragment; OPF contains a very large number of

method fragments accessible from a website and it provides
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Design Process

l,Requiremml} {Analysis] [Design ]{lmplementa.r_ion Deployment || Testing [Cod.ing}

A A A A

Analyst Designer Tester Programmer

Figure 2. Categories for phases and process roles in the design process

to do this; all the aspects of the agent society are faced.
Implementation, gives a view on the system architecture,
methods and classes are used to describe the agent’s struc-
ture and behaviour.

Testing, itis composed of a unit test, the verify of the single
agent’s behaviour with regards to the original requirerment

of the system and a society test, the validation of efficient

cooperation between agents.
Deployment, this phase defines and describes how agents
Behavioural Structural Structured Free . . . .
are deployed and which constraints are present for their mi-
gration and mobility.

Coding, the phase of writing the code eventually with the
aid of reusable code and source code.
Some of these phases are fundamental in a classic software
development process while some others are specific for the
3.1 Phase agent oriented context, for instance design phase dedis wit
the concept of agent and explores the social aspect of a multi
Any kind of design process for information system pro- agent system while a classic design phase concerns the way
duction, and in our case for multi agent system production, the different system components provide system function-
can be decomposed in a set of activities (or phases) orgaalities.
nized in sequential steps depending on the specific chosen
process model; regardless of their organization some kind3.2 Process Role
of activities have to be performed to develop any system.
We examined all the phases our the 4 studied processes Starting from the phases identified in the previous sub-
present (in terms of the work they carry on and their aim) section and from the examination of all the existing stake-
and, referring to the main phases of a software engineeringholders in the referring agent design processes, we clus-
process, we clustered them in the following phases: tered, under the same element, a set of process roles per-
Requirements, it consists in the requirements elicitation forming similar activities. First of all we associated faoh
phase during which a functional model is given to provide phase a process role, in Fig. 2 we can see that a general
the purpose of the system and the interactions between theole called Analyst performs the requirement and analysis
system and the environment. phases, the Designer performs design, implementation and
Analysis, it consists in all the activities aiming at under- deployment, a tester performs testing and the Programmer
standing the system and its structure (without reference toperforms the coding phase, then examining all the process
any implementation detail), identifying and defining the role involved in the the studied processes we succeeded in
main entities of a MAS (such as role, communication, etc.). detailing each of these higher level stakeholder in the fol-
Design, the aim of this phase is to define the agent architec- lowing:
ture, describing agents’ behaviours and to investigate howSystem Analyst: models the current system and generates
a society of agents cooperate to realise the system- levelnformation about the future system, he is responsible of
goals, and what is required of each individual agent in order detailing use cases and he is an expert of the development

Work Product
Kind

Figure 3. Categories for work product kind
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domain thus identifying and modeling the main elements of | Repository

the multi agent system under construction (referring to the
MMM elements).

Domain Analyst: analyzes the system environment in or-
der to determine and model MAS domain elements.

User: defines and validates the system requirements.
Agent Analyst: analyzes the system to be in order to es-
tablish which entities can be agents and to research which
architecture is necessary to build the system.

Agent Designer: analyzes and designs all the MMM ele-
ments strictly related to the concept of agent (in each desig
process), such as role, task, services, interaction lajggua
and so on.

Phase

Process Role

Requirements | 8

Analysis 16

System Analyst

Design 11

Domain Analyst

Implementation | 4

User

Testing

Agent Analyst

Deployment

Agent Designer

1
1
Coding 3

WorkProduct Kind

User Interface Designer

Programmer

Test Designer

Test Developers

MMM Element

. . - . . Behavioural | 9
User Interface Designer: identifies and defines the inter- TStructaral | 24 P roblem 12
face among actors and the system. Struc tured 6 Sacial
) . " ot mred | b e -
Programmer: is responsible of writing the code. [Free | 14] S olution 2

Test Designer: designs a test activity basing on system re-
guirements an agent has to satisfy.

Test Developer: executes the designed tests.

Again we can see that some process roles are classic ones
for object oriented context while some others, for instance

agent designers, are specific stakeholders of the agent orithe multi agent system in three areas, to better deal with the
ented context. different domain abstractions relevant to a system design;
the first area represents all the aspects of the user’s prob-
lem description including the environment representation
the second deals with agent based concepts that are use-
A generic work product produced by a process activity ful to define a solution strategy and the third describes the
can be of a certain kind representing a specific category,structure of the code solution.
for instance text document, code an so on; we clustered all We claim that all the existing MAS Metamodels can be
the possible work product kinds under two main categoriesdivided in the cited three areas thus allowing the creatfon o
(Fig. 3): graphical and textual. three categories of MMM elements; we hamed them: Prob-
A work product which kind is graphical can be further- lem, Social and Solution.
more categorized as a structural or a behavioural one, when

used to model respectively the static or the dynamic aspect4  Qverview on our repository content
of a system; for instance a behavioural work product points

out the flow of messages along the time among different 5 work starts from a re-engineering activity of the an-
agents. _ _alyzed processes [8][9][10][12], that let us to represdint a

As regard the textual wor_k productwe decided to classify of them in a standardized way using SPEM and to extract
them as structured or.free, in the sense that a text docume%rty_ﬁve fragments, each of them stored in our repository
can be hold by a particular template or grammar, for exam- o, the basis of the process elements and the MMM elements
ple to build a table or to write a code document, or can be ¢4teqories it deals with; Fig. 4 summarizes how much frag-
freely written in a natural language. ments we stored in each category.

Sometimes some work products can combine two differ- - some repositories of fragments already exist [11][15], in
ent kinds (this is the case of a document including both a oy work we propose a repository structured with the aim
diagram and the related description) so we introduced theof minimizing the effort necessary for finding the best frag-
term atomic or composite to mean a work product of a sin- ment for a specific purpose and a specific application con-
gle kind or a work product of two or more combined kinds. eyt

In building our repository we adopted an approach that
is someway similar to the OPF one [11](we reengineered
the studied processes, expressed them in a standardized no-

The MAS Metamodel gives a structural representation tation, and then extracted the fragments); in so doing we
of the concepts belonging to the system under construction;adopted a specific choice at the basis of the extraction pro-
in our previous works [7][8] we divided the metamodel of cess: we looked at the work products as the beam for split-

Figure 4. Repository Content

3.3 Work Product Kind

3.4 MASModel Elements
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ting down the process in its constituting method fragments. repository by including some other methodologies (we are
The result is a relatively small number of method fragments currently working on Ingenias and Prometheus) and then in-
but we think this could be the right level of granularity for corporating that in a CAME/CASE tool we are building in
our purposes because, in this way, the process constructionrder to effectively support the work of the process designe
can be lead by a concrete and tangible entity, the work prod-first (while he defines the new process) and the system de-
uct, and finally it results in an easier and faster extraction signer later (while he designs the agent system).

and selection of fragments.

We already made an experiment on constructing a new deReferences

sign process using some method fragments stored in the

repository; it consisted in building an agile process fgida [1] Bergenti, F., Gleizes, M.P., Zambonelli, F.. Method-

prototyping of applications in our laboratory. The result ologies and Software Engineer- ing for Adent Systems
was the Agile PASSI [5] process that was largely based on KIu?Ner (2004) g ¢ g y '

PASSI fragments, because we wanted to reuse the expertise
we accumulated in several years of using it. [2] Boehm, B.: A Spiral Model of Software Development
The repository we presented can be accessed from and Enhancement. IEEE Computer, Vol. 21, N 5, May,
a website! that allows the user to query the method (1988) pp. 61-72
base looking for matches on several keys from the cat-
egories we proposed in section 3; in the repository the[3]
method fragments are stored in form of text documents
and the metadata are managed using a relational data

Brinkkemper, S.: Method engineering: engineering of
information systems development methods and tools.
Information and Software Technology. 38(7): p. 275-

structure, some relationships are, for instance, the fol- 280 (1996)
lowing: Fragment(ID,FragName, FileName,|Bhase)con- 4] Castro, J., Kolp, M., Mylopoulos, J.: Towards
tains the data identifying each fragment with the link to requirements-driven information systems engineering:

its representing document and the phase it belongs to,  the tropos project. Inf. Syst. 27 (2002) 365389
Phase(ID,PAName,PADescriptiopntains the informa-

tion on phases and in the same way for all the other ele-[5] Chella, A. Cossentino, M., Sabatucci, L., Seidita, V.:
ments. Agile PASSI: An Agile Process for Designing Agents.
International Journal of Computer Systems Science &
Engineering. Special issue on "Software Engineering

5 Conclusion for Multi-Agent Systems”. May 2006. in printing

Cossentino, M.: From requirements to code with

In this paper we presented a repository of method fra -16]
bap P b y g the PASSI methodology. In Henderson-Sellers, B.,

ments that can be used for composing a new design process N ] . hodolodi
for multi-agent systems. The peculiarities of this reposi- Giorgini, P., eds.: Agent-Oriented Methodologies, Idea
tory can be summarized as follows: (i) this is a specifically ~ CrouP Inc. (2005)

agent-oriented conceived repository; as a consequence f7] Cossentino, M., Sabatucci, L., Seidita, V.: Method

specific attention has been given to agent-oriented peeulia Fragments from the PASSI process. Technical Report
ities like the MAS Metamodel elements that are explicitly ICAR-CNR n. 21-03 (2003)

present in both the method fragments descriptions and in

their categorization; (ii) fragments have been defined (and[8] Cossentino, M., Sabatucci, L., Seidita, V.. SPEM
extracted from existing methodologies) following a work description of the PASSI process. Technical Re-
product-based approach; we mean that each method frag- port ICAR-CNR n. 20-03 (2003) Available on
ment is supposed to produce at least one work product (not  line at http://www.pa.icar.cnr.it/cossentino/FIPAmeth
necessarily from scratch, it can also refine an existing;one) metamodel.htm.

(i) we ad_opted a specific ph|losoph¥ for enabling frag [9] Cossentino, M., Seidita, V.: SPEM Description of
ments retrieval from the method base: fragments are cate- .

. . T : ADELFE Process. Technical Report ICAR-CNR n.05-
gorized according to 4 basic criteria: process roles ireolv 07 (2005)

in the design activities, phase of the overall design proces
in which the specific fragment can be reused, kind of work [10] Cossentino, M., Seidita, V.: Tropos: Processo e fram-
product produced by the repository and finally, MAS meta- menti. Technical Report ICAR-CNR n.05-06 (2005)
model elements that are managed in the activities involved ] ]
in the fragment. In the future we plan of extending the [11] Firesmith, D. and Henderson-Sellers, B..The OPEN
Process Framework - An Introduction. Addison-
Lhttp://www.pa.icar.cnr.it/passiffragment.html Wesley: Harlow, UK (2002)

136



[12] Garro, A., Turci, P.: Gaia Fragments. available on [24] Zambonelli, F., Jennings, N., Wooldridge, M.: Devel-

line at http://www.pa.icar.cnr.it/cossentino/FIPAmleth
metamodel.htm

[13] Ghezzi, C., Jazayeri, M., and Mandrioli, D.: Funda-
mentals of Software Engineering. Prentice Hall Inter-
national, Upper Saddle River, NJ (USA) (1991)

[14] Harmsen A.F.: Situational Method Engineering.
Moret Ernst & Young (1997)

[15] Harmsen,A.F., Brinkkemper, S.: Design and Imple-
mentation of a Method Base Management System for
a Situational CASE Environment. APSEC 1995: 430-
438

[16] Harmsen A.F., Brinkkemper, S., Oei, H.: Situational
Method Engineering for Information System Projects.
In Olle TW. and A.A. Verrijn Stuart (Eds.), Math-
ods and Associated Tools for the Information Systems
Life Cycle, Proc. of the IFIP WG8.1 Working Confer-
ence CRIS'94, pp. 169-194, North-Holland, Amster-
dam, (1994)

[17] Henderson-Sellers, B.: Process Metamodelling and
Process Construction: Examples Using the OPEN Pro-
cess Framework (OPF). Ann. Softw. Eng. 14, 1-4, 341-
362 (Dec. 2002)

[18] Kumar K., Welke R.: Methodology engineering: a
proposal for situation-specific methodology construc-
tion. In Challenges and Strategies for Research in Sys-
tems Development, pages 257269, 1992.

[19] Method fragment definition. FIPA Document,
http://lwww.fipa.org/activities/methodology.html, (Nov
2003)

[20] OMG, 2002, Software Process Engineering Meta-
model Specification, Version 1.0, Object Management
Group, formal/02-11-14 (Nov 2002)

[21] Ralyté, J.: Towards situational methods for infor-
mation systems development: engineering reusable
method chunks, Procs. 13th Int. Conf. on Information
Systems Development. Advances in Theory, Practice
and Education Vilnius Gediminas Technical University,
Vilnius, Lithuania, 271-282 (2004)

[22] Saeki, M.: Software Specification & Design Methods
and Method Engineering. International Journal of Soft-
ware Engineering and Knowledge Engineering.

[23] Sommerville, I.: Software Engineering. Addison-
Wesley (2004)

137

oping multiagent systems: the gaia methodology. ACM
Transactions on Software Engineering and Methodol-
ogy 12 (2003) 417470



Expressing preferences declaratively
In logic-based agent languages
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Abstract—In this paper we present an approach to intro-
ducing preferences among actions in logic-based agent-oriented
languages. These preferences are expressed in the body of rules
(i.e, they are local to the rule where they are defined). To the
best of our knowledge, no similar approach has been proposed
before, and cannot be easily simulated by means of preferences
expressed in the head of rules, which are global. The approach
is applied to choosing which action an agent should perform in
reaction to an event, among the feasible ones.

I. INTRODUCTION

Intelligent agents perform advanced activities such as ne-
gotiation, bargaining, etc. where they have to choose among
aternatives. The choice will be based on some kind of
preference or priorities related for instance to:

« the agent’s objectives,

« the context (cooperative vs. competitive);

« available resources,

« the strategies that the agent intends to follow.

Agents will in general include specialized modules and/or
meta-level axioms for applying priorities and preferences, like
for instance those proposed in [9] for prioritized defeasible
reasoning. However, it can be useful in logical agents to be
able to express preferences at a more basic linguistic level.
These basic preferences can then be employed in building
more advanced high-level strategies. At the language level,
preferences have already been expressed in various way in
Answer Set Programming [8] [12]. In that context, the basic
mechanism is that of computing the Answer Sets and then
chose “preferred” ones. We will shortly review below the
work of Brewka on LPODS (Logic Programs with Ordered
Disjunction) [2] and the work of Sakama and Inue on PLP
(Prioritized Logic Programming) [13]. The reader may refer
to the latter paper and to [6] for a discussion of relevant
existing approaches. Some of them are based on establish-
ing priorities/preferences among atoms (facts), and typically
introduce some form of disjunction in the head of rules. Other
approaches express instead priorities among rules.

Our proposal is aimed at alowing an agent to express pref-
erences concerning either which action they would perform in
a given situation, or, in perspective, which goa they would
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pursue in a certain stage. Since actions are often performed in
reaction to events and goals are set in accordance to some
internal conclusion that has been reached, we propose to
introduce disjunction in the body of rules. If the body of a
rule contains a disjunction among two or more actions, the
preferred one will be chosen according to preference rules,
that may have a body in that (following [13]) priorities may
be conditional. If agents evolve with time and enlarge their
knowledge and experience, priorities may dynamically change
according to the agent evolution.

In agent languages that are not based on Answer Set
Programming, one cannot select the preferred model(s) by
means of a filter on possible models. Then, other techniques
are needed in order to provide a semantic account to this
proposal. Recently, an approach to declarative semantics of
logical agent-oriented languages that considers evolution of
agents has appeared in the literature [5]: changes that occur
either externally (i.e., reception of exogenous events) or in-
ternally (i.e., courses of actions undertaken based on interna
conditions) are considered as making a change in the agent
program, which is a logical theory, and in its semantics
(however defined). For such a change to be represented, it
is understood as the application of a program-transformation
function. Thus, agent evolution is seen as program evolution,
with a corresponding semantic evolution.

This semantic approach can be applied to the present setting
by adapting the proposal of the split programs introduced in
[2]. A split program is a version of the given program obtained
by replacing each digunction by one of its options. Then, at
each step we would have a set of possible evolutions, each
corresponding to a split program. Among them, the preferred
one (according to the present conditions) is taken, while all
the others are pruned. As mentioned before, given similar
situations in different stages of the agent life, different options
can be taken, according to the present assessment of the agent
knowledge.

Though simple, this mechanism is to the best of our
knowledge new, as no similar approach has been proposed
before, and it cannot be easily simulated by existing ones.



In Section Il we review some features that intelligent
logical agents should in our opinion possess, and the related
usefulness of introducing preferences. In Section [11 we briefly
review previous related work on preferences. In Section V
we introduce the approach, and in Section VI its semantics.
Finally, we conclude in Section VII.

Il. ENHANCING CAPABILITIES OF LOGICAL AGENTSBY
INTRODUCING PREFERENCES

A great deal can be said about features that agentsin general
and logical agentsin particular should possess (for areview the
reader may refer for instance to [14], for a discussion to [11]).
It is widely recognized however that agents, whatever the
language and the approach on which they are based, should be
able to cope with a changing and partially known environment.
In this environment, agents should be able to interact, when
they deem it appropriate, with other agents or with the user
in order to complete their own problem solving and to help
others with their activities.

Interacting agents may act according to suitable strategies,
which include expressing preferences and establishing prior-
ities, possibly with the aid of past experiences. In our view,
complex strategies can take profit of basic linguistic constructs
reminiscent of those introduced in Answer Set Programming.

Our proposal is aimed at allowing an agent to express pref-
erences/priorities (in the following, we will often interchange
the two terms) concerning either which action they would
perform in agiven situation, or also, in perspective, which goal
they would pursue in a certain stage. Since actions are often
performed in reaction to events and goals are set in accordance
to some internal conclusion that has been reached, we propose
to introduce digunction in the body of rules. If the body of
a rule contains a digjunction among two or more actions, the
preferred oneis chosen according to preference rules, that may
have a body. 1.e., following [13], priorities may be conditional.
Also, preference rules may contain references to the agent past
experience, and then the preferred choice may change over
time. More precisely, whenever the body of a rule contains a
digunction among two or more actions, the intended meaning
is the following:

« preference rules establish which action is preferred;

« precondition of the action state whether it can be actually
performed, i.e,, if it is feasible;

o the agent should perform the best preferred feasible
action.

I1l. PREVIOUS RELATED WORK

The reader may refer to [6] for a discussion of many
existing approaches to preferences. The main distinction is
among those that define priorities/preferences among atoms
(facts), and typically introduce some form of digunction in
the head of rules, and those that express instead priorities
among rules. Among the latter ones, we mention [10] that
applies preferences among rules in negotiating agents based
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on argumentation, so as to tune argumentations according to
changing contexts.

The approach of [13] considers general extended digjunctive
programs where a rule has the syntax:

Ly|...|Lg|not Lgy1]| ... |not Lyip <— Body

where “|” represents digunction and not is negation as
failure under the Answer Set semantics. A preference, or
priority, between two ground literals ey, e; is expressed in
the form e; < e;. An answer set S; of a given program is
preferable onto another answer set Sy iff Sy \ S contains
an element e, whose priority is higher than some element e,
in Sy \ Sa, and the latter does not contain another element
e3 whose priority is strictly higher that e;. Then, preferred
answer sets (or p-answer sets) are a subset of the traditional
ones, that can be seen as a specia case corresponding to empty
priorities.

Basic PLP is exploited in [13] so as to express priorities
not only between plain facts, but also between more general
forms of knowledge. The approach allows many forms of
commonsense reasoning to be modeled.

An interesting application is that of priority with precon-
ditions. For instance, borrowing the example from [13], the
situation where a person drinks tea or coffee but she prefers
coffee to tea when sleepy can be represented as follows (in a
prolog-like syntax):

tea | coffee.
tea < coffee :- sleepy.

This program can be trandated in a standard way in plain
PLP and, assuming that sleepy holds, has the p-answer set
{sleepy, coffee}.

In LPODS [2], one can write expressions such as A x B
in the head of rules, where the new connective x stands for
ordered digunction. The expression intuitively stands for: if
possible A, but if A isimpossible then (at least) B. If there
are several disjuncts, the first one represents the best preferred
option, the second one represents the second best option, etc.
The following is an example where a person who wishes to
spend the evening out and has money prefers to go to theatre,
or else (if impossible) to go to the cinema, or else (if both
previous options cannot be taken) to go to dine at a restaurant.

theatre X cinema X restaurant -
want_to_go_out, have_money.

For selecting the preferred answer set(s) of a program P,
one obtains the possible split programs of P, where a split
program P’ is obtained from P by replacing each disjunctive
rule by one of its options. Then, the answer sets of P are taken
to be the answer sets of the split programs. To choose preferred
ones given that there may be severa disunctions, a notion of
degree of satisfaction of digjunctive rules must be defined, that



induces a partial ordering on answer sets. Preferred answer sets
are those that satisfy al rules of P to the better degree.

IV. COMPARISON

To the best of our knowledge, the approach of introducing
preferences in the body of logical rulesis novel, and has never
appeared in the literature. It cannot be easily simulated by
using preferences in the head: in fact, preferences expressed
in the body are local to the rule where they occur, while
preferences defined in the head are global. The application to
agents performing actions is also new. As an agent evolves in
time and its knowledge changes, preferred choices will change
as well. Then, according to the same preference structure an
agent will in genera prefer differently in different stages of
its life.

V. THE APPROACH IN MORE DETAIL

We will now introduce a simple though in our opinion
effective construct that can be employed in agent-oriented
logic languages based on logic (horn-clause) programming.
Similarly to [13], we assume the following:

« preferences are expressed between two ground facts;

« preferences are expressed explicitly by means of special
rules, that may have conditions;

« preference is transitive, irreflexive and anti-symmetric.

In our approach, preferences can be defined between actions
that agents may perform. We make some preliminary assump-
tion about the agent languages we are considering. We do
not commit to any particular syntax, though we will propose
a sample one in order to introduce and illustrate examples.
We will discuss the semantics of the class of languages that
we consider in Section VI. By saying “an agent” we mean
a program written in the language at hand, that behaves as
an agent when it is put at work. We assume in particular the
following syntactic and operational features.

o Theagent is able to perceive external events coming from
the environment where the agent is situated. In our sample
syntax an external event is an atom which is distinguished
by postfix E. E.g., rainE indicates an external event.

« The agent is able to react to external events, i.e, the lan-
guage provides some kind of condition-action construct.
In our sample syntax ee indicate reaction by means of the
connective :>. Then, a reactive rule will be indicated
with pFE:> Body meaning that whenever the external
event pFE is perceived, the agent will execute Body. There
are languages (like, e.g., the one presented in [3]) where
an agent can react to its own internal conclusions, that
are interpreted as events (thus modeling proactivity). We
assume that the syntax for reaction is the same in both
cases. However, an internally generated event is indicated
with postifix I, i.e., in the form pI.

o The agent is able to perform actions. Actions will occur
in the agent program as special atoms. In our sample
syntax we assume them to be in the form ¢A, i.e,
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they are distinguished by suffix A. E.g., open_umbrellaA
indicates an action. Actions may have preconditions. In
our sample syntax we assume them to be expressed by
rules. The connective :< indicates that the rule defines
the precondition of an action. |.e., a precondition rule will
be indicated as ¢ A :< Body, meaning that the action ¢ A
can be performed only if Body is true. We do not cope
here with the effective execution of actions, that is left to
the language run-time support.

In the proposed approach, a disunction (indicated with
“|") of actions may occur in the body of a reactive rule.
Preferences among actions are defined in preference rules,
that are indicated by the new connective << . Then, a rule
pE:>qlA|q2A means that in reaction to pE the agent
may perform either action ¢l1A or action ¢g2A. A rule
qlA << q2A:- Body means that action q2A is preferred over
action g1 A provided that Body istrue. |.e., if Body is not true
the preference is not applicable, and then any of the actions
can be indifferently executed. A set of preference rules define
in general a partial order among actions, where preferences
are transitively applied and actions that are unordered can be
indifferently executed. In our approach preferences are applied
on feasible actions. |.e., the partial order among actions must
be re-evaluated at each step of the agent life where a choice
is possible, according to the preconditions of the actions. The
preferred actions at each stage are those that can actually be
performed and that are selected by the preference partial order.

Example 5.1: Consider a person who receives an invitation
to go out. She would prefer accepting the invitation rather
than refusing, provided that the invitation comes from nice
people. She is able to accept if she has money and time. The
invitation is an external event that reaches the agent from her
external environment. Accepting or refusing constitutes the
reaction to the event, and both are actions. One of the actions
(namely, accepting) has preconditions. In our sample syntax,
an agent program fragment formalizing this situation may look
as follows.

invitationE :> acceptA | rejectA.
acceptA :< have_money, have_time.
refuse A << acceptA - nice_people_inviting.

When the externa event invitationE is perceived by the
agent, it can react by alternatively performing one of two
actions. The action acceptA will be performed if its precondi-
tions are verified. As preferences are among feasible actions,
acceptA ispreferred provided that nice_people_inviting holds.
Notice that this is not known in advance, as the agent evolves
in time: the invitation may arrive at a stage of the agent
operation when time and money are available, and then the
preferred action is chosen. If instead the invitation (or, another
future invitation) arrives when there are no resources for
accepting, the agent will refuse the invitation.

Another example will introduce further aspects.

Example 5.2: Let us now rephrase the example of the
person preferring coffee over tea if sleepy. Let us put it in



a proactive perspective, where the person wonders whether it
is time to take a break from working, e.g., at mid-afternoon.
If so, she will consider whether to drink tea or coffee. The
corresponding program fragment might look as follows, where
take_break is an internal conclusion that triggers a proactive
behavior: the first rule reaches the conclusion that taking a
break is in order; the second rule states what to do then, i.e,,
specifies a reaction to the internal conclusion itself (indicated
in the second rule with postfix I for “interna”). For the
mechanism to be effective, take_break must be attempted from
time to time, so as to trigger the consequent behavior as soon
as it becomes true.

take_break :- five_oclock.

take_breakl :> drink_teaA | drink _coffecA.
drink _coffeeA :< espresso.

drink _teaA << drink_coffeeA :- sleepy.

Again, what the agent will do depends upon the present
conditions, i.e., upon whether the agent feels sleepy or not.
Moreover, in this variation the agent drinks coffee only if she
can have an espresso.

Assume now that there is also the option of drinking juice,
though the agent will only drink orange juice, and that the
agent prefers juice to tea. Then the program becomes:

take_break :- five_oclock.

take_breakl :> drink_teaA | drink_coffeeA
| drink _juiceA.

drink _coffeeA :< espresso.

drink_juiceA :< orange.

drink_teaA << drink_coffeeA :- sleepy.

drink_tea A << drink_juiceA.

The expected behavior is the following:

o If sleepy holds and espresso holds as well, the agent
can drink coffee (the action drink_coffeeA is alowed)
and will not drink tea, which is less preferred. If orange
does not hold, the agent will definitely drink coffee.

o If sleepy holds and espresso holds as well, the agent
can drink coffee (the action drink_coffecA is alowed)
and will not drink tea, which is less preferred. If orange
holds, also the action drink_juiceA is alowed, and pre-
ferred over drink_teaA. The agent can indifferently drink
either coffee or juice, as they are unrelated.

o If espresso does not hold, the agent cannot drink cof-
fee (the action drink_coffecA is not alowed). Then, if
orange holds then the agent will drink juice (the action
drink _juiceA will be performed), otherwise it will drink
tea (as the action drink_teaA is always allowed, not
having preconditions).

o If sleepy doesnot hold, thereis no preference between tea
and coffee. If orange does not hold and espresso holds,
one of the two actions drink _teaA or drink_coffeeA can
be indifferently executed. If orange holds and espresso
holds aswell, drink_juiceA ispreferred over drink _teaA,
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but as no other priority is specified, one of the actions
drink_coffeeA or drink_juiceA can be indifferently exe-
cuted.

V1. DECLARATIVE SEMANTICS OF EVOLVING AGENTS
WITH PREFERENCES

The evolutionary semantics that has been proposed in [5]
has the objective of providing a unifying framework for
various languages and semantics for reactive and proactive
logical agents.

This semantic approach is based upon declaratively mod-
eling the changes inside an agent which are determined both
by changes in the environment and by the agent’s own self-
modifications. The key idea is to understand these changes
as the result of the application of program-transformation
functions. In this view, a program-transformation function is
applied for instance upon reception of either an external or an
internal event, the latter having a possibly different meaning
in different formalisms. That is, perception of an event can be
understood as having an effect on the program which defines
the agent: for instance, the event can be stored as a new fact
in the program. Similarly, actions which are performed can be
recorded as new facts. All the “past” events and actions will
congtitute the “experience” of the agent.

Recording each event or action or any other change that
occurs inside an agent can be semanticaly interpreted as
transforming the agent program into a new program, that
may procedurally behave differently than before: e.g., by
possibly reacting to the event, or drawing conclusions from
past experience. Or also, the interna event corresponding to
the decision of the agent to undertake an activity triggers a
more complex program transformation, resulting in version of
the program where the corresponding intention is somewhat
“loaded” so as to become executable.

Then, in genera one will have an initial program Py which,
according to these program-transformation steps (each one
transforming P; into P;y;), gives rise to a Progran Evo-
lution Sequence PE = [P,,..., P,]. The program evolution
sequence will have a corresponding Semantic Evolution Se-
quence M E = [My, ..., M,,] where M, is the semantic account
of P, according to the specific language and the chosen
semantics. The couple (PE; ME) is caled the Evolutionary
Semantics of the agent program Pg,, corresponding to the
particular sequence of changes that has happened, and to the
order in which they have been considered. The evolutionary
semantics of an agent represents the history of an agent
without introducing a concept of a “state”.

The different languages and different formalisms will influ-
ence the following key points:

1) When a transition from P; to P, takes place, i.e,
which are the external and/or interna factors that de-
termine a change in the agent.

Which kind of transformations are performed.
Which semantic approach is adopted, i.e.,, how M; is
obtained from P;. M; might be for instance a model,
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or an initial algebra, or a set of Answer Sets if the
given language is based on Answer Set Programming
(that comes from the stable model semantics of [8]). In
general, given a semantics S we will have M; = S(P;).

A transition from P; to P;;, can reasonably take place, for
instance:

« When an event happens.

o When an action is performed.

o When a new goal is set.

« Upon reception of new knowledge from other agents.

« In consequence to the decision to accept/reject the new
knowledge.

« In conseguence to the agent decision to revise its own
knowledge.

We say that at stage P;,; of the evolution the agent has
perceived event ev (whatever its class) meaning that the
transition from P; to P;,; has taken place in consequence
of reception of ev. It is reasonable to assume that in the stage
P, the agent will cope with ev, eg., by reacting to it if it
is an external event.

Example 6.1: It is useful to discuss how the program trans-
formation step related to actions might be formalized. Intu-
itively, an action atom (like e.g. drink_coffeeA in a previous
example) should become true given its preconditions, if any
(espresso in the example) whenever the action is actually
performed in some rule. For the sake of simplicity assume
that (like in the examples presented above) actions can occur
only in the body of reactive rules.

Declaratively, this means that the action occurs in the body
of an applicable reactive rule. Practically, whenever that rule
will be processed by the interpreter because the corresponding
(external or internal) event has happened, the action will be
actualy performed (by means of any kind of mechanism
that connects the agent to its environment). To account for
this behavior, in the initialization step each rule defining
preconditions for actions, say of the form

actA:<Cq,...,Cq
is transformed into a set of rules of the form:

actA:-Dl,...,Dh,Cl,...,Cs
where D1, ..., Dy, h > 0 are the conditions (except for other
actions) of each reactive rule where act A occurs in the body.
The C;’s are omitted if actA has no preconditions.

Whenever at some stage P; of the program evolution act A
will be attempted and feasible as its preconditions are true, we
will have actA € M;.

It can be useful in general to perform an Initialization
step, where the program P44, written by the programmer, is
transformed into a corresponding initial program P, by means
of some sort of knowledge compilation. This initiaization
step can be understood as a rewriting of the program in
an intermediate language and/or as the loading of a “virtual
machine” that supports language features. This stage can on
one extreme do nothing, on the other extreme it can perform
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complex transformations by producing “code” that implements
language features in the underlying logical formalism. P, can
be ssimply a program (logical theory) or can have additional
information associated to it.

This semantic approach can be extended so as to encompass
the present proposal. As afirst point, in the initialization step
preferences must be collected and preference rules removed.
Then, Py will not contain preference rules, but will be associ-
ated to a structure Pref where preferences between couples of
(ground) actions are made explicit, by performing the transitive
closure of preference rules. The conditions of a preferencerule
(if any) are added as preconditions of the preferred action.

We adapt the idea of split programfrom [2]. A split program
is aversion of the given program obtained by replacing a dis-
junction by one of its options. In our case, whenever an agent
at stage P; of its evolution has perceived an (either external
or internal) event, say pF, it will react to it. However, if there
is a digunction of actions in the body of the corresponding
reactive rule, then the agent may react in more that one way.
The different ways of reacting are represented by different split
programs, each one representing an aternative. Precisely,

Definition 1: Let P4, be an agent program that has been
transformed into a program Py by the initialization step. Let
P; be the program obtained from the evolution of P, at the
i-th step, corresponding to the perception of event pE. Let
pE :> Body be the corresponding reactive rule in P;, where a
disunction of actions occurs in Body. A split program P/ is
obtained by replacing the disjunction with one of its options.

Referring to the program of Example 5.1, at theinitiaization
step it is transformed into:

invitationE > acceptA | rejectA.
acceptA :< have_money, have_time,
nice_people_inviting.

where the preference refuseA << acceptA is recorded in the
structure Pref. Then, whenever the event invitationE will
be perceived will be two split programs: a first one, say ¢1,
where the body of the reactive rule contains only acceptA,
and a second one, say ¢-, where the body of the reactive rule
contains only refuseA.

We will have a set {P},..., P*} of split programs cor-
responding to the number & of actions occurring in the
disiunction. Assuming that events are considered one at atime
(i.e., an evolution step copes with asingle event), at each stage
split programs will be relative to a single reactive rule, and will
correspond to aset { M}, ..., M} where M isthe semantics
of P/. We say that we a split occurs at stage P; of program
evolution whenever at that stage the incoming event is related
to areactive rule with a disunction of actions in its body.

The preferred split programs are those whose semantics
contain the preferred actions. Precisely:

Definition 2: Let P4, be an agent program that has been
transformed into a program P, by the initialization step, and
let Pref be the preference structure that has been associated



to the program. Let P; correspond to a step of the evolution of
Py, where a split occurs. Given two split programs P/ and P/
obtained from P; by splitting adisiunction act' A| ... |act* A,
then P is preferred over P? if the following conditions hold:

o the semantics M, of P] contains act™ A;;

e act”A; is preferred over act® A; according to Pref.

Notice that both M and M may not contain the corre-
sponding action (act” A; and act® A; respectively), in case its
preconditions are false. Then, a split program is preferred upon
another one if (i) its semantics entails the related action and
(i1) either the semantics of the other one does not entail the
related action, or the former action is preferred.

Then, at each step where a split occurs we have a set of
possible evolutions, each corresponding to a split program.
Among them, the preferred one (according to the present
conditions) is taken, while all the others are pruned. As
mentioned before, given similar situations at different stages of
the agent life, different options can be taken, according to the
present assessment of the agent knowledge. In the example, ¢,
will be preferred to ®, whenever it actually entails acceptA.

We can have a unique best preferred split program PP if
Pref is a total order with respect to the actions over which
we split, or we may have more than one equally preferred split
programs. Any of them can be indifferently selected.

Definition 3: Let P; be a stage of the program evolution
sequence, where a split occurs. We let P, be any of the best
preferred split programs.

VIl. CONCLUDING REMARKS

In this paper we have presented an approach to express-
ing preferences among actions and in logica agents. The
approach builds on previous relevant work related to answer
set programming, but is rephrased for reactive and proactive
agents that evolve in time. In fact, the semantics of the
approach is given in evolutionary terms, where an agent
program is considered to be modified by events that happen
and actions that are performed, while its semantic account
evolve correspondingly.

There are others approaches in computational logic that are
related to the present one, and to which we are indebted,
namely [1] and [7], where preferences and updating pref-
erences are coped with in the context of a more general
approach to updating logic programs. We may notice that the
examples that we have presented basically refer to the syntax
and procedural semantics of the DALI language [3], [4], [14].
Actually they correspond to working DALI programs, though
the implementation is prototypical and is being experimented.

Our next research objective is to extend the possibility of
expressing preferences to all kinds of subgoals occurring in
the body of logical rules, instead of coping with actions only.

Another important objective is to extend the approach so as
to be able to express preferences among agent goal's (objectives
to reach). In fact, the reasoning can be similar. Actually, setting
an objective is related to building a plan for achieving it. A
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plan however can be seen as divided into:

1) a preiminary check stage, where feasibility of subse-
guent actions is checked (are the tickets available? Do |
have the money? Do my friends accept to join me? May
| rent a car?);

2) an operative stage, where actions that influence the
environment (and in general cannot be retracted, or at
least not so easily) are performed.

The first stage can be seen as a feasibility stage for setting
an objective. Then, if there is a digunction of objectivesin the
body of a rule, we mean that the agent should set the most
preferred feasible one.
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Abstract— This paper introduces some considerations about
simulation practice and a schema of the models that are implic-
itly and explicitly involved in a Multi-Agent Based Simulation
(MABS). The aim of this work is to set simulation inside scientific
framework. In order to do that we give an interpretation of the
levels that compound a simulation and that constitute different
kinds of abstraction. A clear awareness of the relations that
exist between these levels and the corresponding steps, in fact,
it is necessary if MABS wants to be adopted as a scientific
investigation method. Our opinion is that this analysis suggests
some answers to the objections that are often directed towards
the use of simulation in scientific practice but also underlines
some criticalities in this process.

I. INTRODUCTION

Why do we use computer simulations? Winsberg in [1]
claims that “simulations are often performed to investigate
systems for which data are sparse”. An assumption that
stands behind the use of simulation as a tool to investigate
reality is that reality cannot be known analyzing what can
be considered as its single parts or components, but only by
recreating it from its components. Assertors of the efficacy
of the scientific use of simulation claim that a simulation
expresses a theory, and that a theory expressed by a simulation
produces a series of empiric predictions that can be directly
compared to reality. This consideration lays on the conviction
that a simulation is also a way to build up a scientific
theory as it allows to check immediately the consequences
of our assumptions and gives us precise indications for the
correction or reformulation of a theory. Computer extends
our calculus and memory capacity, and simulations that run
on a computer are considered a method to study complex
systems thanks to the possibility that they give to handle
complex models. Under this extent computer simulations are
also considered as virtual experimental laboratories to study
phenomena that are difficult to observe directly. However
there are also many objections to the use of simulations in
science. Daniel Dennett in [2] asks if we can consider real
motion what we see in the Cellular Automata world or if it
is only apparent motion (the consideration can be referred to
Multi-Agent based Simulations as well). Dennett says “The
flashing pixels on the computer screen are a paradigm case,
after all, of what a psychologist would call apparent motion
[...] should we say at least that these moving patterns are
real?”. Dennett, explaining another objection to the use of

Cellular Automata simulation in [2] affirms that “There has
been a distinct ontological shift as we move between levels
[...] whereas at the physical level there is no motion, and only
individuals, cells are defined by their fixed spatial location,
at design level we have the motion of persisting objects
[...]”. In fact when a real phenomena is studied by means
of software entities that interact in a computer, it is not easy
to demonstrate the correspondence of the dynamics observed
in the computer to the ones that belong to a real phenomena.
These are not the only objections to the “scientific” use of
simulations. The introduction in a simulation of a certain
amount of arbitrary details (or assumptions), that are not
derived from observations, is often necessary in order to make
the simulation run. This makes then difficult to understand
which outputs of the simulation are really meaningful and
which are instead effects of the introduction of the arbitrary
details that we put into the simulation. Moreover, simulations
are also criticized to be too simplified in respect to reality as
it does not exist a defined criteria to guess if simplifications
operated in building a simulation are the good ones. Other
considerations regard the fact that simulations do not tell
anything new as they are fully deterministic and just give
back as output the same information that we put in input.
Although many of these objections can be directed also to
common scientific practice (more considerations about this
topic can be found summarized in [3] [4]) it is undeniable that
scientific investigation by simulation is an activity that has to
be performed carefully; in fact the possibility of misinterpre-
tation of data is higher than in common experimental practice,
exactly due to the “ontological shift” mentioned by Dennett.
Winsberg in [1] makes clear that many layers of models are
involved in a simulation and different resources are used in
each inferential step that is presumed in the shift from one
layer to another. Winsberg, again in [1], explains that by these
steps the simulation, from an existing theoretical knowledge,
attempts to extract new knowledge about the system being
simulated. This article explores the role of a specific kind of
computer simulations, the MABS, in scientific investigation. In
Section 1I-A is presented a brief overview of some definition
of model in science and the relation that exists between a
model and a theory. In Section 11-B is introduced the scientific
cycle in experimental science, in order to make, in Section I,
a correlation between models in science and models in sim-
ulations. The point of view of the article is that computer
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simulations are not only scientific “models’ of phenomena
but are constituted of different layers of abstractions and
present one step more in relation to scientific abstractions
in experimental science. A schema of the abstractions that
are implicitly involved in simulation practice is proposed and,
in Section IV, we suggest that, if this activity is interpreted
under this perspective, an answer can be found to some of
the objections that are often moved to the use of simulation in
scientific investigation. In Section V are stated the conclusions.

Il. MODELS AND THEORIES
A. A reflection on Models and Theories

Doran and Gilbert in [5] define amodel as something that is
similar to atarget system T but easier to observe. A model M
of atarget system T consist in an entity that becomes the object
of study in place of T in al the cases where this last cannot
be studied or observed directly. Doran and Gilbert explain
that the idea of the possibility of studying a model of T in
place of T is based upon the conviction that if something
is proved to be true in the model then it must be true also
in the target system if, in the design of the model, some
characteristics of the behavior of the target system have been
“captured” by the model. This definition of mode is close to
the one given by Bruce Edmonds in [6]. Edmonds defines a
model as something that “enables an inference process such
that the process enabled in the model corresponds to some
aspects of an observed process’. For this reason the result of
the “inferential process’ in the model, if the initial conditions
are set properly, remarks the author, predicts some aspects of a
subsequent state of the system that is under study. According
to Edmonds’ opinion, in science a natural process is encoded
in a model; the model performs the inference process and
then the results of the inference are decoded and projected
to reality in order to state a prediction. Edmonds in his article
adds that something is a model of “something else” if the
diagram in Figure 1 “commutes’ and though same results
follow both the lines. Under this perspective the inference
process is thus assigned to the model. Analogously R.I.J.
Huges in [7] explains that a model must be analyzed by
three activities of mind that are: denotation, demonstration and
interpretation. In Huges' opinion, denotation is the “core”’ of
the representation and consist in symbols that stand or refer to
parts of the target system; demonstration refers to the internal
dynamics of the representation (the model) whose effects can
be examined; interpretation instead consist in the examination
of the behavior of the model in order to draw conclusions on
the behavior of the world. Eric Winsberg in [8] states that as
“models are partialy independent of both theories and the
world [...] they can be used as instruments of exploration
in both domains’. But for this same reason, that a model
is independent both of empirical facts and of theories, the
trand ation of the model in the target system must be accurately
specified. This independent status of models is remarked also
in many other works found in literature (see [9] [10]).

We have spoken about the role of models in relation to
theories. But what isthen ascientific theory? M.L.Dalla Chiara
and G.Toraldo di Francia in [11] explain that a theory is

Inference Using Model

Predicting/
Decoding

Encoding

Natural Process

Fig. 1. Edmonds schema representing the role of model in science

a form of knowledge that resumes a set of laws that can
be applied to infinite different cases. The authors add that
a form of knowledge has an axiomatic structure and from
that axioms, or initia postulates, by a relation of logical
consequence is established the set of derived propositions that
the theory asserts. This is what is called syntactic definition
of theory, but it does exists also a semantic definition stating
that some kinds of theories are isomorphic to reality and
that the inference steps, bringing from the set of assumptions
to the consequences of the theory, are not deductive (see
Winsberg [1]).

From these considerations we can infer that a model in
science derives from a theory, but it is also something that
corresponds to reality, although it is distinct also from it.
That “correspondence”, to be taken for granted, must be made
explicit although it can be proved only by empirical facts.

B. Model, Theories and Phases in Physics

Experimental science is founded on the concept of experi-
ment and of observation of phenomena. David Hestenesin [12]
assertsthat “the construction of aphysical model reduces areal
system to an abstract model that it is possible to trandate in
a mathematical form”. Under his perspective a “mathematical
model is at a higher abstract level and constitutes the highest
abstraction of the knowledge process’ (i.e. equations). The
description of the observed phenomena is then constituted by
the analytical or the graphic relations between sizes [12]. Axel
Gelfert, in [13] states that a mathematical model, in the sense
close to the one meant by Hestenes, is a set of equations,
theorems and definitions but, Gelfert remarks, the equations do
not constitute, by their own, amodel of anything (neither of a
class of phenomena) unless an interpretation that connects the
variables with aspects of observable phenomenais established.
We exemplify this process with the schemain Figure 2. In the
same direction is a so the definition given by Dalla Chiara and
Toraldo di Francia that in [11] claim that a physica model
can be identified with a structure M = <Mat, Exp, Tra>
where Mat represent the mathematical part, Exp represents
the experimental part, and Tra is a function of trandation
that associates a mathematical interpretation to the elements
of the experimental part. Axel Gelfert again in [13] under-
lines that mathematical models, like other kinds of models,
require background assumptions for their interpretations. This
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perspective is not contrary either to what says Huges that in [7]
makes clear that physical theories are not statements about
physica world, on the contrary, they are statements about
theoretical constructs and only if the theory is satisfactory then
these constructs stand in a particular relation to the world. In
next section some considerations about MABS and models are
introduced.

The role of the mathematical model in physics is clear, and
it appears to us in tune with the considerations about models
that we saw in the previous paragraph.

I1l. MODELS AND PHASES OF A SIMULATION

Our interpretetion is that Multi-Agent based Simulations
match many of the definitions of model that have been
exposed in the precedent paragraphs. Edmonds in [6] states
that MABS attempt to model Multi-Actor Systems with a
Multi-Agent System. The attempt is to investigate a system
by the construction of a MAS model and the analysis of the
behavior of the MAS when it runs. In the opinion of Edmonds
what distinguishes MABS from other forms of modeling is
that simulations based on a Multi-Agent System adopt a MAS
as formal model (in physics that role is of mathematics).
Often in MABS object-actors or other entities of the system
under study (the target system) are mapped onto agents in
the MAS. Edmonds explains that the entities in the real
system correspond to those of the agents in the MAS, while
interactions between entities are correspondent to interactions
rules between agents. Edmonds considers a MABS as a model
of the target system. In hiswork he does remain at a high level
and suggests interesting epistemological considerations about
the MABS. On the basis of his work we would like to attempt
a step further and try to detail the abstractions that constitute
a MABS. A first consideration is that in a MABS redlity is
not directly mapped in a MAS, as one might be induced to
think by looking casually at Edmonds’ diagram, but what that
is mapped it is a model of reality (see Figure 3). This model
is an intermediate step between reality and MAS. Looking
deeper at the different passages implied in the construction
of a simulation model using a MAS, it appears clear that
implicitly we are working also with other intermediate models.
Each model represents a level of abstraction. In fact when we
want to study a phenomenon by a computer simulation a first
theoretical representation has to be translated through many
others steps before it can run on a computer. For this reason

Model in the Mas—> Mas Simulation Run

Abstraction Translation

Into A Mas inthe
by Desig/ Y‘ystem
model
Model Of the Target System

Theorization Alysis of
Of the Target Results +

System Interpratation
Behaviour T Ontothe Target
Target Systems system
Fig. 3. Edmonds schema revisited by the means of the introduction of

another intermediate level.

to use computer simulation to do science, it must be kept a
trace of all the passages that from reality bring to the software
code.

Our proposal is schematized in Figure 4. In the left side
of the schema are shown the existent levels that we identify
between readlity and software code. The circularity of the
process of simulation described by Edmonds is maintained
in our proposal. In the right side of the schema in Figure 4,
in fact, are described the necessary steps that have to be
followed to turn back simulation results to reality. In the next
part of the paper we describe in details the meaning and the
importance of each level shown in the schema. Edmonds in
his article identifies also some phases in the simulation process
(Design, Inference, Analysis and Interpretation) and we will
see how they can be mapped in our schema at the end of next
section. Now we will describe in details the meaning and the
importance of each level shown in the schema.

A. Levels of Abstraction in simulation Building

In this section we give a brief explanation of each of
the levels shown in the left side of our schema. The levels
described below have to be considered levels of abstraction
implied (although sometimes implicitly) in MABS. It is not
in the scope of this work to give engineering guidelines
to trandate the requirements of a system into the software
implementation, but we want to give a conceptual map of the
structure of the practice of simulation.

1) Target System: thislevel of abstraction is constituted by
the object of study that is determined by a specific point
of view on a portion of reality, considered “isolated”
from the rest of the universe. This first abstraction is the
result of the identification of the problem that we want to
examine and it is achieved by the Phase 1 (Observation
in our schema). For example, the target system could
be the urban road system if the goal of the simulation
is to study the urban traffic problem. An example of a
Multi-Agent based traffic model can be found in [14].

2) Abstract Model: the second level is the abstract model
of the target system. The model construction (Phase
2) consists in the definition of the elements that are

146



Phases:

1) Observation

5) Computation {sim running)
6) Visualization

2) Model I Theory Construction 7) Verification of Sim in respect to the Theory

3) Computational modeling
4) Software implementation

Abstraction
Building Levels

8) Validation of Theory in respect to Real Data
9) Prediction

g
4 Software 4 O )5 Output
Comp. sSD Simulation
3 : )
Model 3 \7 Displaying
Abstract /
2 Model 2>@ d N Ry
Target )
1
System 5 R Real Data
0

Fig. 4. The schema shows the levels and phases involved in a simulation process. Notice that, with except of reality that has to be considered extra-model,

the more abstract levels are found in the bottom part of the diagram.

considered constitutive of the Target System, and in
the formulation of a set of hypothesis (conjectures that
constitute our intuitive theory) about which rules govern
their behaviors and interactions. This definition, at the
beginning, can be aso not rigorous. For example, in
the case of the traffic, our abstract model is constituted
by the elements of the environment (i.e. roads, cross-
ings, traffic lights etc.), the individuals that populates
the environment (cars, motorcycles etc.), the rules of
behavior in this context (vehicles go aong the road in
one direction, they stop when the traffic light isred, they
keep a security distance, etc.) and the properties of the
elements that have been identified in that context (each
vehicle has a speed etc.).

3) Computational Model: the third level is the specific
computational model that has been adopted to represent
the abstract model (see Phase 3 in the schema). The
computational model is always aformal model (it can be
a specific MAS). At thislevel the elements and the rules
described in the precedent level are formaly defined
using proprieties and concepts of the MAS model (i.e.
agents, signals etc). In the traffic example cars and traffic
lights can be represented, in a MAS, by different kinds
of agents, while the behavior of the single agents is
modeled giving to the agents the possibility to emit
and interpret specific signals (the red stop lights can be
represented by a signal sent to car that is following).

4) The software model: the fourth level is the software
trandlation of the Computational Model (Phase 4). The
computational model, as it is, is an abstract definition
and must be translated in a specific program language.

At the end of this 4 steps the origina target system will
be completely trandated in something that is ready to be
computed by a machine. The trandation of that model into
another implies the “encoding” of a model in the language of
another. Thisis an activity that isintrinsic to the MABS and it
is strictly related both to scientific activity and to technological
congtrains. It isimportant to be conscious of all these passages
because each translation can introduce errors and sometimes
aso a lack of information due to the necessity to use a
less expressive language (e.g. the description of the abstract
model in the language of the MAS model). Therefore, each
abstraction represents another step far from reality because it
implies atransformation of the first model into something else.
For this reason a“ conversion key” that establishes what all the
elements of the various models represents, is needed in order
to maintain a correspondence with reality and use simulation
for scientific investigation.

B. Levels of Decoding

The simulation process proceeds back in the direction of
reality by steps that go through several abstraction levels and
that help to check the effects of the assumptions of the previous
phases and eventually to detect errors or limits of the adopted
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frameworks (e.g the selected MAS). Where it is necessary, in
fact, may be necessary to come back to the previous levels and
revise one or more of the models involved in the simulation.
This operation alows aso to correct mistakes introduced
in trandation phases, and to modify some models by the
introduction of new elements that have been demonstrated
to be necessary in order to obtain meaningful results (see
Figure 5). The four decoding steps are presented below:

1) Output: outputs are the simple results of the software
execution (Phase 5). If some errors are detected in this
step it is necessary go back to the software code.

2) Simulation Displaying: the envisioning of the outputs
(Phase 6) is often the only way to operate with the sim-
ulation dynamic data, because simple outputs are usable
only at a machine level. This step is not trivial because
consists in the representation of real entities by objects
that do not necessarily offer a redlistic visuaization of
the phenomena. The aim of Simulation Displaying in
fact is to give an immediate and readable interpretation
of the Outputs. This passage is often another abstraction
jump that needs a trand ation key. The importance of the
visualization of simulation output data has been largely
discussed in many articles (i.e. see Batty and Smith
in [15]). This step is very important, in particular for
MAS-based simulations of complex systems, because
the direct observation of the dynamics envisioned, allows
to detect unexpected behaviors. These anomalies will be
resolved in the next steps, and they could induce to a
revision of the software, of the MAS, or the of Abstract
Model. If we focus on the MAS-based traffic model
example, at this level we can observe on the screen the
dynamic evolution of the simulation constituted by the
virtual cars that go along the roads.

3) Theory: after the visualization, the correctness of the
simulation displaying data must “verified” (Phase 7);
in other words it is necessary to check if our initia
assumptions at the abstract level are captured by the
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4)

simulation. This phase is not aimed at evaluating if
the assumptions of the theory are correct, but only at
verifying if these assumptions are maintained in the
simulation. During this phase, we may need to go back
to the software or to the MAS to correct mistakes
and revise our computational modeling choices if we
have some bad feedbacks from the displaying of the
simulation. To turn back to traffic example, thanks to
visualization phase we can observe the cars that move,
brake, form a queue and so on. For example we could
notice an anomalous behavior near crosses because cars
do not give way correctly as we have assumed in our
theory. Therefore we must go back to software in order
to check if we did mistakes in the implementation or
we may be forced to check if we have wrongly mapped
the rules of the Abstract Model in the language of the
computational model.

Real Data: after the verification phase next step is
validation phase (Phase 8). If in the previous step we
have decided that our theory is well represented by the
simulation, now we can validate the theory in relation
to real data collected in the target system. In this phase
the results of the simulation must be related to real and
measurable aspects of reality. In a study on the traffic
problem, for example, a portion of a real street must
be simulated and the verified results must be compared
to the rea data collected by observations of reality. If
after this check simulation results are considered not
reliable, it is necessary to turn back to the Abstract
Model and change some of the initial assumptions, or it
may be decided the introduction of new elements that at
first time were wrongly considered not relevant for the
representation of the Target System. The not readlistic
formation of very long queues, for example, could be
resolved with arevision of the interaction rules between
the cars and by the introduction of the possibility to
overtake when the road on the other way is free.
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If the theory is validated by available data then it is possible
to make predictions for future states of the Target System
(Phase 9).

In reference to the work of Edmonds [6] the phases of
the simulation process are identifed as Design, Inference,
Analysis and Interpretation. These phases in our schema are
visible in Figure 6. The phase of Design in our schema
involves all the 4 abstractions, as to say the Target System, the
Abstract Model, the Computational Model and the Software.
The Inference phase of Edmonds belongs to the level of the
Software abstraction of our schema, the phase of Analysis
involves from the level of Displaying to Real Data, while
Interpretation regards Simulation Displaying and the Theory.

IV. SOME RESULTS FOR THE SIMULATION PRACTICE

In this section the introduction of an example will clarify our
considerations about the aid that the conceptualization given in
the proposed schema can give to simulation activity. Therefore
we will now introduce the work described in [16]. In particular
Balmer and Nagel describe a MAS simulation focused on
traffc roundabouts which is applied to a specific Zurich area.
During the phase of Design the authors decided to represent
cars as particles that move along tunnels (driving routes)
representing streets. The spatial model is continuous (the
position of each particle is determined by a pair of coordinates)
and the particles can be considered agents because they have
specific behavior rule (agents must respect the physical rules
of acceleration, they have a specific desired speed, they must
respect other agents in the system decelerating or overtaking
if a slower agent drive in front of them, etc.). Agents also
hold information about their destination. Therefore the target
system is also in this case the traffc dynamics, the abstract
model is constituted by the assumptions and rules like the
ones presented above, while the chosen computational model
is constituted by a set of physical equations describing the
particles motion. During what we have called “the analysis”,
in particular in the phase that in our schema is identified with

The fgure shows how classical phases of simulation process (as can be found in Edmonds’ work) are mapped onto our schema

the number 8 (validation), a problem was detected: in some
situation the cars were subjected to forces exerted in opposite
direction (the forces implied were the one directed towards the
desired way and the repulsion force aimed at the avoidance of
collisions with other cars) and they became unable to move.
This problem could not be identified in the design process
because it can be considered as an emergent phenomenon that
occurs only in some situations and in some specific spatial
contexts. This event is a relevant simulation result, because it
can be a hint of a possible congestion. In this framework it is
then useful to record it, but since this is not a routinary event,
the behavior of agent drivers in this situation cannot modelled
in a simple way. The decision in this case could have been
to turn back to the abstract model and operate a change (i.e.
discretization of space or the introduction of giving way rules).
However Balmer and Nigel anyway decided not to operate
these big changes of their abstract model, but they opted for a
minor modification: the introduction of a compenetration rule
in order to force the cars to go beyond the stall situation and
avoid the deadlock. This is an abstract and gross representation
of a set of complex behaviors that can be assumed by human
drivers to solve a stall. Thanks to this solution the global
behavior of the cars (in sense of aggregate data) maintains
a better similarity with the observed reality. In our opinion
Balmer and Nigel could detect the problem and adopt a good
solution for a correct and scientific use of simulation because
they were aware of all the steps done in the previous design
phase. It is fundamental to be aware of all these passages as
it would be an error to map directly the real world in the
software code. if we follow strictly all the passages shown in
the schema, it is possible to keep track of the translations of
our initial assumptions and, in this way, we can easily avoid
the introduction of arbitrary details whose influence cannot be
kept under control, as pointed out by some of the critics to
simulation practice that we summarized in Section I.

We then suggested that simulations can be used as a valid
tools for scientific investigation as the cycle of a simulation
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reflects the cycle of a science like physics, although a further
abstraction is involved in simulation as it is shown in Figure 7.
If we come back to reality following the proposed schema in
all its passages it is possible to obtain meaningful results that
are connected with reality, especially if the revision phases
are performed accurately. This practice is analogous to the
one followed by a science like physics where a frst phase of
simplification and abstraction (in newtonian physics reality is
so simplified that bodies are seen just as simple points without
extension, see [12]) follows an experimental phase by which
the results obtained in the simplified model are projected back
to reality. These considerations can help to give an answer to
other of the objections presented at the beginning of the paper.

V. CONCLUSIONS

In this paper we began reporting some defhitions of what
can be considered a model in science and we briefly described
the scientific cycle in physics. Then we raised some questions
about MABS and their role in scientific investigation. We
started from the work of Edmonds to introduce our inves-
tigation in the nature of simulations in the attempt to give
some answers. Our conclusion is that simulations are not
“models” but are a compound of many models at different
levels of abstractions. We pointed out that in the encoding or
decoding of one level into another is situated the risk to loose
the scientifc purpose of simulations, if a translation criteria
between models is not stated explicitly. When one modeler is
led to revise his/her theory about the simulated domain after an
analysis of simulation results and their validation, simulation
can be considered a useful tool for scientift investigation.
On the other hand, if the simulation has been deeply tested
and we can trust simulation results, we focus on the phase of
simulation prediction. In this last case we are working with a
tested instrument and we are not using MABS to do scientific
investigation but simply, for example, to help decision makers.
It must be noted that other areas of Computer Science and
engineering deal with models and abstractions of real systems,
in particular Software Engineering. For example the problem
of correspondence between models is considered also by the
Model Driven Architecture Approach (MDA), that focuses on

the importance of the mapping between the models present
at different levels of Software Engineering practice. One of
the purpose of MDA is to give guidelines for integration of
Information Technologies in order to assure interoperability
between systems (for an introduction and fist references on
MDA see for example [17]). Another meaningful example is
the work of M. Jackson [18] that analyzes under the perspec-
tive of Problem Frames (PF) the relation that, in Software
Engineering, exists between the requirements, the real world,
and the machine considered as the general purpose computer
that will execute the software. MABS share several aspects
with Software Engineering, because the proposed schema
reminds several iterative software development processes that
are used also to project and build an effective simulation
tool. MDA or PF defnitions take in consideration a class
of problems that is involved also in MABS, but our study
does not take into consideration deeply the technical problems
that are strictly related to the machine, the software and the
specifc available technologies. The aim of this work is in fact
to state some general considerations that could help to preserve
scientific contents through the many models involved in MAS
simulation practice.
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Abstract— An important issue, in open environments like the
web, is guaranteeing the interoperability of a set of services.
When the interaction scheme that the services should follow is
given (e.g. as a choreography or as an interaction protocol), it
becomes possible to verify, before the interaction takes place,
if the interactive behavior of a service (e.g. a BPEL process
specification) respects it. This verification is known as “confor-
mance test”. Recently some attempts have been done for defining
conformance tests w.r.t. a protocol but these approaches fail
in capturing the very nature of interoperability, turning out
to be too restrictive. In this work we give a representation of
protocol, based on message exchange and on finite state automata,
and we focus on those properties that are essential to the
verification the interoperability of a set of services. In particular,
we define a conformance test that can guarantee, a priori, the
interoperability of a set of services by verifying properties of the
single service against the protocol. This is particularly relevant in
open environments, where services are identified and composed
on demand and dynamically, and the system as a whole cannot
be analyzed.

I. INTRODUCTION

In this work we face the problem of verifying the in-
teroperability of a set of peers by exploiting an abstract
description of the desired interaction. On the one hand, we
will have an interaction protocol (possibly expressed by a
choreography), capturing the global interaction of a desired
system of services; on the other, we will have a set of service
implementations which should be used to assemble the system.
The protocol is a specification of the desired interaction,
as thus, it might be used for defining several systems of
services [3]. In particular, it contains a characterization of
the various roles played by the services [6]. In our view, a
role specification is not the exact specification of a process
of interest, rather it identifies a set of possible processes, all
those whose evolutions respect the dictates given by the role.
In an open environment, the introduction of a new peer in an
execution context will be determined provided that it satisfies
the protocol that characterizes such an execution context; as
long as the new entity satisfies the rules, the interoperability
with the other components of the system is guaranteed.

The computational model to which web services are inspired
is that of distributed objects [10]. An object cannot refuse to
execute a method which is invoked on it and that is contained
in its public interface, in the very same way as a service cannot
refuse to execute over an invocation that respects its public

interface (although it can refuse the answer). This, however,
is not the only possible model of execution. In multi-agent
systems, for instance, an agent sending a request message to
another agent cannot be certain that it will ever be answered,
unless the interaction is ruled by a protocol. The protocol
plays, in a way, the role of the public interface: an agent
conforming to a protocol must necessarily answer and must be
able to handle messages sent by other agents in the context of
the protocol itself. The difference between the case of objects
and the case of protocols is that the protocol also defines an
“execution context” in which using messages. Therefore, the
set of messages that it is possible to use varies depending
on the point at which the execution has arrived. In a way,
the protocol is a dynamic interface that defines messages
in the context of the occurring interaction, thus ruling this
interaction. On the other hand, the user of an object is not
obliged to use all of the methods offered in the public interface
and it can implement more methods. The same holds when
protocols are used to norm the interaction. Generally speaking,
only part of the protocol will be used in an entity’s interaction
with another and they can understand more messages than
the one forseen by the protocol. Moreover, we will assume
that the initiative is taken from the entity that plays as a
sender, which will commit to sending a specific message out
of its set of alternatives. The receiver will simply execute
the reception of the message. Of course, the senders should
send a message that its counterpart can understand. For all
these reasons, performing the conformance test is analogous
to verifying at compilation time (that is, a priori) if a class
implements an interface in a correct way and to execute a
static typechecking.

Sticking to a specification, on the other hand, does not
mean that the service must do all that the role specification
defines; indeed, a role specification is just a formal definition
of what is lawful to say or to expect at any given moment
of the interaction. Taking this observation into account we
need to define some means for verifying that a single service
implementation comforms to the specification of the role in the
protocol that it means to play [14]. The idea is that if a service
passes the conformance test it will be able to interact with a
set of other services, equally proved individually conformant
to the other roles in the protocol, in a way that respects the
rules defined in the protocol itself.

151



A typical approach to the verification that a service im-
plementation respects a role defnition is to verify whether
the execution traces of the service belong to the protocol [1],
[12], [7]. This test, however, does not consider processes with
different branching structures. Another approach, that instead
takes this case into account, is to apply bisimulation and say
that the implementation is conformant if it is bisimilar to
its role or, more generally, that the composition of a set of
policies is bisimilar to the composition of a set of roles [9],
[18]. Bisimulation [16], however, does not take into account
the fact that the implementor’s decisions of cutting some
interaction path not necessarily compromise the interaction.
Many services that respect the intuitions given above will not
be bisimilar to the specification. Nevertheless, it would be very
restrictive to say that they are not conformant (see Section Ill1-
A). Thus, in order to perform the conformance test we need
a softer test, a test that accepts all the processes contained in
a space defined by the role. In this work we provide such a
test (Section Ill). This proposal differs from previous work
that we have done on conformance [7], [8] in various aspects.
First of all, we can now tackle protocols that contain an
arbitrary (though finite) number of roles. Second, we account
also for the case of policies and roles which produce the same
interactions but have different branching structures. This case
could not be handled in the previous framework due to the
fact that we based it exclusively on a trace semantics.

Il. PROTOCOLS, POLICIES, AND CONVERSATIONS

A conversation policy is a program that defines the com-
municative behavior of an interactive entity, e.g. a service,
implemented in some programming language [3]. A conversa-
tion protocol specifies the desired communicative behavior of
a set of interactive entities. More specifically, a conversation
protocol specifis the sequences of messages (also called
speech acts) that can possibly be exchanged by the involved
parties, and that we consider as lawful.

In languages that account for communication, speech acts
often have the form m(as, a,, 1), where m is the kind of
message, or performative, a, (sender) and a, (receiver) are
two interactive entities and [ is the message content. In the
following analysis it is important to distinguish the incoming
messages from the outgoing messages w.r.t a role of a protocol
or a policy. We will write m? (incoming message) and m!
(outgoing message) when the receiver or the utterer and the
content of the message is clear from the context or they are
not relevant. So, for instance, m(as, a,, 1) is written as m?
from the point of view of a,, and m! from the point of view
of the sender. By the term conversation we will, then, denote
a sequence of speech acts that is a dialogue of a set of parties.

Both a protocol and a policy can be seen as sets of
conversations. In the case of the protocol, it is intuitive that
it will be the set of all the possible conversations allowed by
its specification among the partners. In the case of the single
policy, it will be the set of the possible conversations that the
entity can carry on according to its implementing program.
Although at execution time, depending on the interlocutor

and on the circumstances, only one conversation at a time
will actually be expressed, in order to verify conformance a
priori we need to consider them all as a set. It is important to
remark before proceeding that other proposal, e.g. [2], focus
on a different kind of conformance: run-time conformance,
in which only the ongoing conversation is checked against a
protocol.

Let us then introduce a formal representation of policies
and protocols. We will use finite state automata (FSA). This
choice, though simple, is the same used by the well-known
verification system SPIN [15], whose notation we adopt.
FSA will be used for representing individual processes that
exchange messages with other processes. Therefore, FSA will
be used both for representing the roles of a protocol, i.e. the
abstract descriptions of the interacting parties, as well as for
representing the policies of specific entities involved in the
interaction. In this work we do not consider the translation
process necessary to turn a protocol (e.g. a WS-CDL choreog-
raphy) or an entity’s policy (e.g. a BPEL process) in a FSA;
our focus is, in fact, conformance and interoperability. It is
possible to find in the literature some works that do this kind
of translations. An example is [12].

Definition 2.1 (Finite State Automaton): A fiite state au-

tomaton is a tuple (S, so, L, T, F'), where S is a fnite set of
states, so € S is a distinguished initial state, L is a finite set
of labels, T C (S x L x S) is a set of transitions, F € S'is a
set of fial states.
Similarly to [15] we will denote by the “dot” notation the
components of a FSA, for example we use A.s to denote the
state s that belongs to the automaton A. The defiition of run
is taken from [15].

Definition 2.2 (Runs and strings): A run o of a FSA
(S, 50, L, T, F) is an ordered, possibly infhite, set of transi-
tions (a sequence) (so,lo, $1), (81,11, 82), (82,12, 83), ... such
that Vi > 0, (s;,1;,s.41) € T, while the sequence lopl; ... is
the corresponding string @.

Definition 2.3 (Acceptance): An accepting run of a fnite
state automaton (S, so, L, T, F') is a fiite run o in which the
final transition (s,—1,l,—1,s,) has the property that s,, € F.
The corresponding string @ is an accepted string.

Given a FSA A, we say that a state A.s; € A.S is alive if
there exists a fhnite run (sq,11,82),...,(Sn—1,ln—1,$,) and
sp € A.F. Moreover, we will write A; C A, iff every string
of A, is also a string of A,.

In order to represent compositions of policies or of individ-
ual protocol roles we need to introduce the notions of free and
of synchronous product. These defhitions are an adaptation
to the problem that we are tackling of the analogous ones
presented in [4] for Finite Transition Systems.

Definition 2.4 (Free product): Let A;, i = 1,...,n, be n
FSA’s. The free product A; x --- x A, is the FSA A =
(S, s0, L, T, F) defned by:

e Sistheset 4;.5 x ---x A,.S;
e 5q is the tuple (Al.SQ, . 7An-50);
e Listheset Aj.L x---x A,.L;
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o T is the set of tuples
((Al.Sl, ey An.Sn), (ll7 N ,ln), (Al.s’l, ey AnS;L))
such that (A;.s;,1;, A;.s;) € A;. T, fori=1,...,n; and

e Fis the set of tuples (A;.s1,...,A,.5,) € A.S such
that s; € A;.F, fori=1,...,n.

We will assume, from now on, that every FSA A has an
empty transition (s, e, s) for every state s € A.S. When the
fhite set of labels L used in a FSA is a set of speech acts,
strings will represent conversations.

Definition 2.5 (Synchronous product): Let A,

i = 1,...,n, be n FSA’s. The synchronous product of
the A;’s, written A; ® --- ® A,, is the FSA obtained as
the free product of the A;’s containing only the transitions
((Al.sl, ey An.Sn)7 (117 . ,ln), (Al.S/l, ey AnS;L)) such
that there exist s and j, 1 < i # j < n, [; = ml, [; = m?,
and for any & not equal to 7 and j, Iy = ¢.
The synchronous product allows a system that exchanges mes-
sages to be represented. It is worth noting that a synchronous
product does not imply that messages will be exchanged in
a synchronous way; it simply represents a message exchange
without any assumption on how the exchange is carried on.

In order to represent a protocol, we use the synchronous
product of the set of such FSA’s associated with each role
(where each FSA represents the communicative behavior of
the role). Moreover, we will assume that the automata that
compound the synchronous product have some “good prop-
erties”, which meet the commonly shared intuitions behind
protocols. In particular, we assume that for the set of such
automata the following properties hold:

1) any message that can possibly be sent, at any point of

the execution, will be handled by one of its interlocutor;

2) whatever point of conversation has been reached, there

is a way to bring it to an end.
An arbitrary synchronous product of n FSA’s might not meet
these requirements, which can, however, be verified by using
automated systems, like SPIN [15].

Note that protocol specification languages, like UML se-
quence (activity) diagrams and automata [17], naturally follow
these requirements: an arrow starts from the lifeline of a role,
ending into the lifeline of another role, and thus corresponds to
an outgoing or to an incoming message depending on the point
of view. Making an analogy with the computational model of
distributed objects, one could say that the only messages that
are sent are those which can be understood. Moreover, usually
protocols contain finite conversations.

We will say that a conversation is legal wr.t. a protocol if
it respects the specifications given by the protocol, i.e. if it is
an accepted string of the protocol.

I11. INTEROPERABILITY AND CONFORMANCE TEST

We are now in position to explain, with the help of a few
simple examples, the intuition behind the terms “conformance”
and “interoperability”, that we will, then, formalize. By in-
teroperability we mean the capability of a set of entities of
actually producing a conversation when interacting with one
another [5]. Interoperability is a desired property of a system

of interactive entities and its verification is fundamental in
order to understand whether the system works. Such a test
passes through the analysis of all the entities involved in the
interaction.
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Example of the summer school.

Figure 1 shows an intuitive example, in which a group of
persons wish to attend a summer school. Each of them can
speak and understand different languages. For instance, Jan
can speak English, Dutch, and French. The school registration
form requires the interested attendee to speak and understand
English, which is the offrial language of the school. This
requirement allows a person to decide if it will be in condition
to interact with the other participants before attending the
school. So, for instance, Matteo, who speaks Italian and could
therefore interact with Guido, will not be in condition to
understand the other participants. Jan and Leon could interact
by speaking Ducth, however, since they also know English,
they will be able to interact with all the other attendees and
so they will be in condition to participate. The fact that they
understand other languages besides the one required by the
“school protocol” does not compromise their interoperability
with the others. In fact, within the context of the school
everybody will speak English with them. Interoperability is
compromised when one does not understand (part of) the
protocol (e.g. Matteo) or when one decides to speak a language
that is not agreed (e.g. Leon when speaking Dutch).

In an open system, however, it is quite unlikely to have a
global view of the system either because it is not possible
to read part of the necessary information (e.g. some services
do not publish their behavior) or because the interactive
entities are identified at different moments, when necessary.
Protocols are adopted to solve such problems, in fact, having
an interaction schema allows the distribution of the tests in
time, by checking a single entity at a time against the role
that it should play. The protocol, by its own nature guarantees
the interoperability of the roles that are part of it. One might
argue why we do not simply verify the system obtained by
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substituting the policy instead of its role within the protocol
and, then, check whether any message that can be sent will be
handled by some of the interlocutor roles, bringing to an end
the conversations. Actually, this solution presents some flaws,
as the following counter-example proves. Let us consider a
protocol with three roles: A; sends m; to Ay, A, waits
for my and then it waits for mo, and A3 sends mqy to As.
Let us know substitute to role As the policy which, fist,
waits for mo and then it waits for m,. The three partners
will perfectly interoperate and successfully conclude their
conversations but the conversation that is produced is not legal
w.r.t. the protocol. In protocol-based systems, the proof of the
interoperability of an entity with others, obtained by checking
the communicative behavior of the entity against the rules of
the system (i.e. against an interaction protocol itself), is known
as conformance test. Intuitively, this test must guarantee the
following definition of interoperability.

Definition 3.1 (Interoperability w.r.t. an interaction protocol):

Interoperability w.r.t. an interaction protocol is the capability
of a set of entities of producing a conversation that is legal
w.r.t. the protocol.

Let us now consider a given service that should play a role
in a protocol. In order to include it in the interaction we need
to understand if it will be able to interact with the possible
players of the other roles. If we assume that the other players
are conformant to their respective roles, we can represent
them by the roles themselves. Roles, by the defnition of
protocol, are interoperable. Therefore, in order to prove the
interoperability of our service, it will be sufftient to prove
for it the “good properties” of its role. First of all, we should
prove that its policy does not send messages that the others
cannot understand, which means that it will not send messages
that are not accounted for by the role. Moreover, we should
prove that it can tackle every incoming message that the other
roles might send to it, which means that it must be able to
handle all the incoming messages handled by the role. Another
important property is that whatever point of conversation has
been reached, there is a way to bring it to an end. In practice,
if a role can bring to an end a conversation in which it has
been engaged, so must do the service. To summarize, in order
to check a service interoperability it will be suffient to check
its conformance w.r.t. the desired role and this check will
guarantee that the service will be able to interact with services
equally, and separately, proved conformant to the other roles.
This, nevertheless, does not mean that the policy of the service
must be a precise “copy” of the role.

A. Expectations for interoperability

Let us now discuss some typical cases in which a policy and
a role specification that differ in various ways are compared
in order to decide if the policy conforms to the role so as
to guarantee its interoperability with its future interlocutors
that will play the other roles in the protocol. With reference
to Figure 2, let us begin with considering the case reported
in row (a): here, the service can possibly utter a message
mg that is not foreseen by the role specifiation. Trivially,

Protocol role

mo . ma °
(C) m1! ./ S }1'—;0/_’
S S
Ook! 2

my? ° /
m1! / ml! °
(d) / : No! Missing edgeg ./—’ ?ﬂ‘.

()

Fig. 2. A set of cases that exemplifies our expectations about a conformant
policy: cases (b) and (c) do not compromise interoperability, hence they should
pass the conformance test; cases (a) and (d) instead should not pass the
conformance test.

this policy is not conformant to the protocol because the
service might send a message that cannot be handled by any
interlocutor that conforms to the protocol. The symmetric case
in which the policy accounts for less outgoing messages than
the role specification (Figure 2, row (b)) is, instead, legal. The
reason is that at any point of its conversations the entity will
anyway always utter only messages that the entities playing
the other roles will surely understand. Hence, interoperability
is preserved. The restriction of the set of possible alternatives
(w.r.t. the protocol) depends on the implementor’s own criteria.

Let us now consider the case reported in Figure 2, row
(c). Here, the service policy accounts for two conversations in
which, after uttering a message my, the entity expects one
of the two messages ms or mgs. Let us also suppose that
the protocol specification only allows the first conversation,
i.e. that the only possible incoming message is ms. When
the entity will interact with another that is conformant to the
protocol, the message mg3 will never be received because the
other entity will never utter it. So, in this case, we would
like the a priori conformance test to accept the policy as
conformant to the specification.

Talking about incoming messages, let us now consider the
symmetric case (Figure 2, row (d)), in which the protocol
specification states that after an outgoing message m;q, an
answer mo or my4 Will be received, while the policy accounts
only for the incoming message ms. In this case, the expec-
tation is that the policy is not conformant because there is
a possible incoming message (the one with answer m,) that
can be enacted by the interlocutor, which, however, cannot be
handled by the policy. This compromises interoperability.

To summarize, at every point of a conversation, we expect
that a conformant policy never utters speech acts that are not
expected, according to the protocol, and we also expect it to be
able to handle any message that can possibly be received, once
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Fig. 3. A set of cases that exemplifies our expectations about a conformant
policy: differently than in Figure 2, for every row, the policy and the role
produce the same conversations but the structure of their implementations
differ.

again according to the protocol. However, the policy is not
obliged to foresee (at every point of conversation) an outgoing
message for every alternative included in the protocol but it
must foresee at least one of them if thisis necessary to proceed
with the conversation. Trividly, in the example of row (b),
a policy containing only the conversation m;? (not followed
either by my! or by m,!) would not be conformant.

Let us now consider a completely different set of situations,
in which the “structure” of the policy implemented and the
structure of the role specification are taken into account. These
situations are taken from the literature on communicating
processes [13]. Figure 3 reports a set of cases in which therole
description and the policy alow the same conversations but
their structure differs: in rows (a) and (c) the policy decides
which message to send (receive, respectively) after m from
the very beginning, while in the protocol this decision is taken
after my is sent. In row (b) and (d) the situation is inverted.

The case of row (a) does not compromise conformance in
the same way as the case reported at row (b) of Figure 2
does not: after a non-deterministic choice the set of alternative
outgoing messages is restricted but in both cases only legal
messages that can be handled by the interlocutor will be sent.
The analogous case reported in row (c), concerning incoming
messages, instead, compromises the conformance. In fact, after
the non-deterministic step the policy might receive a message
that it cannot handle, similarly to row (d) of Figure 2.

The case of row (b), Figure 3, compromises the confor-
mance because after the non-deterministic choice the role
specification allows a single outgoing message with no alterna-
tives. The policy, instead, might utter one out of two alternative
messages (similarly to row (a) of Figure 2). Finally, the case

of row (d) does not compromise the conformance, following
what reported in Figure 2, row (C).

B. Conformance and interoperability

In this section we define a test, for checking conformance,
that is derived from the observations above. A first consider-
ation is that a conformance test is not an inclusion test w.r.t.
the set of possible conversations that are produced. In fact,
for instance, in row (d) of Figure 2 the policy produces a
subset of the conversations produced by the role specification
but interoperability is not guaranteed. Instead, if we consider
row (c) in the same figure, the set of conversation traces,
produced by the policy, is a superset of the one produced
by the protocol; despite this, interoperability is guaranteed.
A second consideration is that a conformance test is not a
bisimulation test w.r.t. the role specification. Actually, the
(bi)simulation-based test defined in concurrency theory [16]
is too strict, and it imposes constraints, that would exclude
policies which instead would be able to interoperate, within
the context given by the protocol specification. In particular,
all the cases reported in Figure 3 would not be considered
as conformant because they are all pairs of processes with
different branching structures. Despite this, we would like our
test to recognize cases (&) and (d) as conformant because they
do not compromise interoperability.

The solution that we propose is inspired by (bi)simulation,
but it distinguishes the ways in which incoming and outgoing
messages are handled, when a policy is compared to arole .
In the following, we will use “A; < A" to denote the fact
that A; conformsto As. This choice might seem contradictory
after the previous discussion, in fact, in general A; < A, does
not entail A; C As. However, with symbol “ <" we capture the
fact that A; will actually produce a subset of the conversations
forseen by the role, when interacting with entities that play
the other roles in the protocol (see Propositions 3.3 and 3.4).
This is what we expect from a conformant policy and from
our definition of interoperability. Let A an FSA, let us denote
by Succ(l, s) the set of states {s' | (s,1,s") € AT}.

Definition 3.2 (Conformant simulation): Given two FSA's
A; and A,, A; is a conformant simulation of A,, written
Ay < A, iff there is a binary relation R between A; and A,
such that

1) A1.50RA5.80;
2) if s;Rs;, where s; € A;.S and s; € A,.5, then
a) for every (87;, m!,si+1) e AT, Succ(m!,sj) 75 U
and s, 1Rs’ for every s’ € Succ(m!, s;);
b) forevery (sj,m?,s;41) € A>.T, Succ(m?, s;) # 0)
and s;;1Rs’ for every s’ € Succ(m?, s;);
Particularly relevant is the case in which A, is a role in
a protocol and A; is a policy implementation. Natice that,
in this case, conformance is defined only w.r.t. the role that
the single policy implements, independently from the rest of
the protocol. As anticipated above, Definition 3.2 does not

LAl proofs are omitted for lack of space, they will be supplied on demand.
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imply the fact that “ A; < A, entails A; C As". Instead, the
following proposition holds.

Proposition 3.3: Let A;®---®A4;®---® A, be a protocol,
and A’ a policy such that A, < A;,then 41 ®-- - ®A/® - ®
An gA1®®AL®®AH
This proposition catches the intuition that a conformant policy
is able to produce a subset of the legal conversations defined
by the protocol but only when it is executed in the context
given by the protocol.

The above proposition can be generalized in the following
way. Here we consider a set of policies that have been individ-
ually proved as being conformant simulations of the various
roles in a protocol. The property states that the dialogues that
such policies can produce will be legal w.r.t. the protocol.

Proposition 3.4: Let A; ® --- ® A, be a protocol and let

Al,..., Al ben policies such that A, < A;, fori=1,...,n,
then A\ @ - @A, CA®@ - ®A,
In order to prove interoperability we need to prove that our
policies will actually produce a conversation when interacting,
while so far we have only proved that if a conversation will
be generated, it will be legal. By assumption, in a protocol
it is always possible to conclude a conversation whatever the
point at which the interaction arrived. We expect a similar
property to hold also for a set of policies that have been
proved conformant to the roles of a protocol. The relation <
is too weak, so we need to introduce the notion of complete
conformant simulation.

Definition 3.5 (Complete conformant simulation): Given
two FSA's A; and A, we say that A; is a complete
conformant simulation of A,, written A; < As, iff there is a
Ay is a conformant simulation of A, under a binary relation
R and

o forall s; € A;.F such that s;Rs;, then s; € Ay . F,

o forall s; € A;.S such that s; is alive and s;Rs;, s; €

A1.5, then s; is alive.
Now, we are in the position to give the following fundamental
result.

Theorem 3.6 (Interoperability): Let 4, ® --- ® A, be a
protocol and let A7,..., A" be n policies such that A} < A;,
fori =1,...,n. For any common string ¢’ of A} ®---® A,
and 4; ® --- ® A,, there is a run o’c” such that o’¢” is an
accepted string of A] ®---® A/,

Intuitively, whenever two policies, that have independently
been proved conformant to the two roles of a protocol, start
an interaction, thanks to Proposition 3.4, they will be able
to conclude their interaction producing a legal accepted run.
Therefore, Theorem 3.6 implies Defhnition 3.1 (interoperabil-

ity).

IV. CONCLUSIONS AND RELATED WORKS

In this work we have given a defhition of conformance
and of interoperability that is suitable to application in open
environments, like the web. Protocols have been formalized
in the simplest possible way (by means of FSA) to capture
the essence of interoperability and to defne a fine-grain
conformance test.

The issue of conformance is widely studied in the literature
in different research felds, like multi-agent systems (MAS)
and service-oriented computing (SOA). In particular, in the
area of MAS, in [7], [5] we have proposed two preliminary
versions of the current proposal, the former, based on a
trace semantics, consisting in an inclusione test, the latter,
disregarding the case of different branching structures. The
second technique was also adapted to web services [8]. Both
works were limited to protocols with only two roles while,
by means of the framework presented in this paper we can
deal with protocols with an arbitrary finite number of roles.
Inspired to this work the proposal in [1]: here an abductive
framework is used to verify the conformance of services to
a choreography with any number of roles. The limit of this
work is that it does not consider the cases in which policies
and roles have different branching structures. The fist proposal
of a formal notion of conformance in a declarative setting is
due to Endriss et al. [11], the authors, however, do not prove
any relation between their defhitions of conformance and
interoperability. Moreover, they consider protocols in which
two partners strictly alternate in uttering messages.

In the SOA research feld, conformance has been discussed
by Foster et al. [12], who defihed a system that translates
choreographies and orchestrations in labeled transition systems
so that it becomes possible to apply model checking techniques
and verify properties of theirs. In particular, the system can
check if a service composition complies with the rules of
a choreography by equivalent interaction traces. Violations
are highlighted back to the engineer. Once again, as we
discussed, basing on traces can be too much restrictive. In
[9], instead, “ conformability bisimulation” is defned, a variant
of the notion of bisimulation. This is the only work that
we have found in which different branching structures are
considered but, unfortunately, the test is too strong. In fact,
with reference to Figure 2, it excludes the cases (b) and (c),
and it also excludes cases (a) and (d) from Figure 3, which
do not compromise interoperability. A recent proposal, in this
same line, is [18], which suffers of the same limitations.
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Abstract— This paper begins with the comparison of the
message-sending mechanism, for communication among agents,
and the method-invocation mechanism, for communication
among objects. Then, we describe an extension of the method-
invocation mechanism by introducing the notion of “sender” of
a message, “state” of the interaction and “protocol” using the
notion of “role”, as it has been introduced in the powerJava
extension of Java. The use of roles in communication is shown
by means of an example of protocol.

I. INTRODUCTION

The major differences of the notion of agent w.r.t. the notion
of object are often considered to be “autonomy” and “proactiv-
ity” [27]. Less attention has been devoted to the peculiarities
of the communication capabilities of agents, which exchange
messages while playing roles in protocols. For example, in the
contract net protocol (CNP) an agent in the role of initiator
starts by asking for bids, while agents playing the role of
participants can propose bids which are either accepted or
rejected by the Initiator.

The main features of communication among agents which
emerge from the CNP example are the following:

1) The message identifies both its sender and its receiver.
E.g., in FIPA the acceptance of a proposal is:
(accept - proposal :sender i :receiver
j rin-reply-to

bi d089 :content X :I|anguage
FI PA-SL) .

2) The interaction with each agent is associated to a state
which evolves according to the messages that are ex-
changed. The meaning of the messages is influenced by
the state. E.g., in the FIPA iterated contract net protocol,
a “call for proposal” is a function of the previous calls
for proposals, i.e., from the session.

3) Messages are produced according to some protocol (e.g.,
a call for proposal must be followed by a proposal or a
reject).

4) The sender and the receiver play one of the roles
specified in the protocol (e.g., initiator and participant
in the contract net protocol).

5) Communication is asynchronous: the response to a mes-
sage does not necessarily follow it immediately. E.g., in
the contract net protocol, a proposal must follow a call
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for proposal and it must arrive, no matter when, before
a given deadline.

6) The receiver autonomously decides to comply with
the message (e.g., making a proposal after a call for
proposal).

The message metaphor has been originally used also for
describing method calls among objects, but it is not fully ex-
ploited. In particular, message-exchange in the object oriented
paradigm has the following features:

1) The message is sent to the receiver without any infor-
mation concerning the sender.

2) There is no state of the interaction between sender and
receiver.

3) The message is independent from the previous messages
sent and received.

4) The sender and the receiver do not need to play any role
in the message exchange.

5) The interaction is synchronous: an object waits for the
result of a method invocation.

6) The receiver always executes the method invoked if it
exists.

These two scenarios are rather different but we believe that
the object-oriented (OO) paradigm can learn something from
the agent-oriented world. The research question of this paper is
thus: is it profitable to introduce in the OO paradigm concepts
taken from agent communication? how can we introduce
in the OO paradigm the way agents communicate? And as
subquestions: which of the above properties can be imported
and which cannot? How to translate the properties which can
be imported in the OO paradigm? What do we learn in the
agent-oriented world from this translation?

The methodology that we use in this paper is to map the
properties of agent communication to an extension of Java,
powerJava [4], [3], [5], which adds roles to objects. Roles
are used to represent the sender of a message (also known as
the “player of the role”), to represent the state of the interaction
via role instances, allowing the definition of protocols and
asynchronous communication as well as the representation of
the different relations between objects.

The choice of the Java language is due to the fact that it is
one of the prototypical OO programming languages; moreover,
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MAS systems are often implemented in Java and some agent
programming languages are extensions of Java, e.g., see the
Jade framework [8] or the JACK software tool [26]. In this
way we can directly use complex interaction and roles offered
by our extension of Java when building MAS systems or
extending agent programming languages.

Furthermore, we believe that in order to contribute to the
success of the Autonomous Agents and Multiagent Systems
research, the theories and concepts developed in this area
should be applicable also to more traditional views. It is
a challenge for the agent community to apply its concepts
outside strictly agent-based applications. The OO paradigm is
central in Computer Science and, as observed and suggested
also by Juan and Sterling [19], before AO can be widely used
in industry, its attractive theoretical properties must be fist
translated to simple, concrete constructs and mechanisms that
are of similar granularity as objects.

The paper is organized as follows. In Section Il we show
which properties of agent communication can be mapped to
objects. In Section 111 we introduce how we model interaction
in powerJava and in Section 1V we discuss how to use roles
in order to model complex forms of interaction between object
inspired by agent interaction, we also illustrate the contract net
protocol among objects using powerJava. Conclusions end
the paper.

Il. COMMUNICATION BETWEEN OBJECTS

When approaching an extension of a language or of a
method, the fist issue that should be answered is whether
that extension brings along some advantages. In our specific
case, the question can be rephrased as: Is it useful for the OO
paradigm to introduce a notion of communication as developed
in MAS? We argue that there are several acknowledged limita-
tions in OO method invocation which could be overcome, thus
realizing what we could call a “session-aware interaction”.

First of all, objects exhibit only one state in all interactions
with any other object. The methods always have the same
meaning, independently of the identity or type of the object
from which they are called.

Second, the operational interface of Abstract Data Types
induces an asymmetrical semantic dependency of the callers
of operations on the operation provider: the caller takes
the decision on what operation to perform and it relies on
the provider to carry out the operation. Moreover, method
invocation does not allow to reach a minimum level of “ control
from the outside” of the participating objects [2].

Third, the state of the interaction is not maintained and
methods always offer the same behavior to all callers under
every circumstance. This limit could be circumvented by
passing the caller as a further parameter to each method and
by indexing, in each method, the possible callers.

Finally, even though asynchronous method calls can be
simulated by using buffers, it is still necessary to keep track
of the caller explicitly.

The above problems can be solved by using the way
communication is managed between agents and defiing it

as a primitive of the language. By adopting agent-like com-
munication, in fact, the properties presented in Section | -
with the only exception of autonomy, (6), which is a property
distinguishing agents from objects — can be rewritten as in the
following:

1) When methods are invoked on an object also the object
invoking the method (the “sender”) must be specified.

2) The state of the interaction between two objects must
be maintained.

3) In presence of state information, it is possible to imple-
ment interaction protocols because methods are enabled
to adapt their behavior according to the interaction that
has occurred so far. So, for instance, a proposal method
whose execution is not preceded by a call for proposals
can detect this fact and raise an exception.

4) The object whose method is invoked and the object
invoking the method play each one of the roles specifid
by the other, and they respect the requirements imposed
on the roles. Intuitively, requirements are the capabilities
that an object must have in order to be able to play the
role.

5) The interaction can be asynchronous, thanks to the fact
that the state of the interaction is maintained.

For a better intuition, let us consider as an example the
case of a simple interaction schema which accounts for two
objects. We expect the first object to wait for a “call for
proposal” by the other object; afterwards, it will invoke the
method “propose” on the caller. The idea is that the call for
proposal can be performed by different callers and, depending
on the caller, a different information (e.g. the information that
it can understand) should be returned by the first object. More
specifically, we can, then, imagine to have an object a, which
exposes a method cf p and waits for other objects to invoke
it. After such a call has been performed, the object a invokes
a method pr opose on the caller. Let us suppose that two
different objects, b and c, do invoke cf p. We desire the data
returned by a to be different for the two callers.

Since we look at the agent paradigm the solution is to have
two different interaction states, one for the interaction between
a and b and one for the interaction between a and c. In our
terminology, b and c interact with a in two distinct roles
(or better, role instances) which have distinct states: thus it is
possible to have distinct behaviors depending on the invoker.
If the next move is to “accept” a proposal, then we must be
able to associate the acceptance to the right proposal.

In order to implement these properties we use the notion
of role introduced in the powerJava language in a different
way with respect to how it has been designed for.

I11. MODELLING INTERACTION WITH powerJava

In [24], [1], [13], [22] the concept of “role” has been
proved extremely useful in programming languages for several
reasons. These reasons range from dealing with the separation
of concerns between the core behavior of an object and its
interaction possibilities, reflecting the ontological structure of
domains where roles are present, from modelling dynamic
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changes of behavior in a class to fostering coordination among
components. In [4], [3], [5] the language powerJava is
introduced: powerJava is an extension of the well-known
Java language, which accounts for roles, defined within social
entities like ingtitutions, organizations, normative systems, or
groups[6], [15], [28]. The name powerJava is due to the fact
that the key feature of the proposed model is that institutions
use roles to supply the powers for acting (empowerment).
In particular, three are the properties that characterize roles,
according to the model of normative multiagent systems [10],
[11], [12]:
Foundation: a (instance of) role must always be
associated with an instance of the institution it be-
longs to (see Guarino and Welty [17]), besides being
associated with an instance of its player.
Definitional dependence: The definition of the role
must be given inside the definition of the institution
it belongs to. This is a stronger version of the
definitional dependence notion proposed by Masolo
et al. [20], where the definition of arole must include
the concept of the institution.
Institutional empowerment: the actions defined for
therolein the definition of the institution have access
to the state and actions of the institution and to the
other roles state and actions: they are powers.

Roles require to specify both who can play the role and
which powers are offered by the institution in which the role
is defined. The objects which can play the role might be of
different classes, so that roles can be specified independently
of the particular class playing the role. For example a role
customer can be played both by a person and by an organi-
zation. Role specification is a sort of double-sided interface,
which specifies both the methods required to a class playing
the role (requirements, keyword “playedby”) and the methods
offered to objects playing the role (powers keyword “role”).
An object, which plays arole, is empowered with new methods
as specified by the interface.

To make an example, let us suppose to have a printer which
supplies two different ways of accessing to it: one as a normal
user, and the other as a superuser. Normal users can print their
jobs and the number of printable pages is limited to a given
maximum. Superusers can print any number of pages and can
query for the total number of prints done so far. In order to
be a user one must have an account which is printed on the
pages. The role specification for the user is the following:

rol e User playedby AccountedPerson {
int print(Job job);
int getPrintedPages();

}

i nterface Account edPerson {
Logi n getLogin();

The superuser, instead:
rol e SuperUser playedby AccountedPerson {

int print(Job job);
i nt getTotal PrintedPages();

}

Requirements must be implemented by the objects which act
as players.

cl ass Person inplenents Account edPerson {
Login login;, [/ ...
Logi n getlLogin() {
return | ogin;
}
}

Instead, powers are implemented in the class defining the
institution in which the role itself is defined. To implement
roles inside an institution we revise the notion of Java inner
class, by introducing the new keyword def i ner ol e instead
of cl ass followed the name of the role definition that the
class is implementing.

class Printer {
final static int MAX PACES PER USER;
private int total PrintedPages = O;

private void print(Job job, Login login) {
total Pri nt edPages += j ob. get Nunber Pages();
/] performs printing

}

definerole User {

int counter = O;

public int print(Job job) {
if (counter > MAX_PAGES_USER)

throws new ||| egal PrintException();

counter += job.get Numebr Pages();
Printer.this.print(job, that.getLogin());
return counter;

}
public int getPrintedPages(){
return counter;

}
}

definerol e SuperUser {
public int print(Job job) {
Printer.this.print(job, that.getLogin());
return total PrintedPages;

public int getTotal Printedpages() {
return total PrintedPages;

}
}

Roles cannot be implemented in different ways in the same
institution and we do not consider the possibility of extending
role implementations (which is, instead, possible with inner
classes), see [5] for a deeper discussion.

As a Java inner class, a role implementation has access
to the private fields and methods of the outer class (in the
above example the private method print of Printer used both
in role User and in role SuperUser) and of the other roles
defined in the outer class. This possibility does not disrupt
the encapsulation principle since al roles of an ingtitution are
defined by who defines the institution itself. In other words, an
object that has assumed a given role, by means of it, has access
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and can change the state of the corresponding institution and of
the sibling roles. In this way, we realize the powers envisaged
by our analysis of the notion of role.

The class implementing the role is instantiated by passing
to the constructor an instance of an object satisfying the
requirements. The behavior of a role instance depends on the
player instance of the role, so in the method implementation
the player instance can be retrieved via a new reserved key-
word: t hat , which is used only in the role implementation.
In the example the invocation of t hat . get Logi n() asa
parameter of the method pri nt .

All the constructors of al roles have an implicit first
parameter which must be passed as value the player of the
role. The reason is that to construct a role we need both the
institution the role belongs to (the object the construct new
is invoked on) and the player of the role (the first implicit
parameter). For this reason, the parameter has as its type the
reguirements of therole. A roleinstanceis created by means of
the construct new and by specifying the name of the “inner
class’ implementing the role which we want to instantiate.
Thisislike it is done in Java for inner class instance creation.
Differently than other objects, role instances do not exist by
themselves and are always associated to their players.

Methods can be invoked from the players, given that the
player is seen in its role. To do this, we introduce the new
construct

receiver <- (role) sender

This operation alows the sender (player of the role) to use
the powers given by “role” when it interacts with the receiver
(ingtitution) the role belongs to. It is similar to role cast as
introduced in [3], [4], [5] but it stresses more strongly the
interaction aspect of the two involved objects: the sender uses
the role defined by the receiver for interacting with it. Let us
see how to use this construct in our running example. The first
instructions in the main create a printer object hp8100 and
two person objects, chri s and sergi 0. chri s isanormal
user while ser gi o is a superuser. Indeed, instructions four
and five define the roles of these two objects w.r.t. the created
printer. The two users invoke method pri nt on hp8100.
They can do this because they have been empowered of
printing by their roles. The act of printing is carried on by
the private method pri nt. Nevertheless, the two roles of
User and Super User offer two different way to interact
with it: User counts the printed pages and alows a user to
print a job if the number of pages printed so far is less than a
given maximum; Super User does not have such alimitation.
Moreover, Super User is empowered also for viewing the
total number of printed pages. Notice that the page counter
is maintained in the role state and persists through different
calls to methods performed by a same sender/player towards
the same receiver/ingtitution as long as it plays the role.

cl ass PrintingExanple {
public static void main(String[] args) {

Printer hp8100 = new Printer();
Person chris = new Person();
Person sergi o = new Person();

hp8100. new User (chris);
hp8100. new Super User (sergi 0);

(hp8100 <-(User) chris).print(jobl);
(hp8100 <-(SuperUser) sergio).print(job2);
(hp8100 <-(User) chris).print(job3);

Systemout.println("Chris has printed " +
(hp8100 <-(User) chris).getPrintedPages()
+ " pages");
Systemout.println("The printer hp8100 has
printed a total of " +

(hp8100 <-(User)sergio).getTotal PrintedPages()

+ " pages");

By maintaining a state, a role can be seen as realizing a
session-aware interaction, in a way that is analogous to what
done by cookies or Java sessions for JSP and Servlet. So in
our example, it is possible to visualize the number of currently
printed pages, as in the above example. Note that, when we
talk about playing a role we aways mean playing a role
instance (or qua individual [20] or role enacting agent [14])
which maintains the properties of the role.

An object has different (or additional) properties when it
plays a certain role, and it can perform new activities, as
specified by the role definition. Moreover, a role represents a
specific state which is different from the player's one, which
can evolve with time by invoking methods on the roles. The
relation between the object and the role must be transparent
to the programmer: it is the object which has to maintain a
reference to its roles. However, a role is not an independent
object, it is a facet of the player.

Since an object can play multiple roles, the same method
will have a different behavior, depending on the role which the
object is playing when it is invoked. It is sufficient to specify
which the role of a given object, we are referring to, is. In the

example chri s can become also super user of hp8100,
besides being a normal user

hp8100. new Super User (chris);
(hp8100 <-(SuperUser) chris).print(job4);
(hp8100 <-(User) chris).print(job5);

Notice that in this case two different sessions will be kept:
one for chri s asnorma user and the other for chri s as
super user. Only when it prints its jobs as a normal user
the page counter is incremented.

IV. USES OF ROLESIN powerJava

In this paper we exploit the language powerJava in a
new way which allows modelling the agent inspired vision of
interaction among objects. The basic idea of powerJava is
that objects (e.g. hp8100), called institutions, are composed
of roles which can access the state of the ingtitution and of
other sibling roles and, thus, can coordinate with each other
[4]. However, since an ingtitution is just an object which
happens to contain role implementations, nothing prevents us
to consider every object as an institution, and to consider the
roles as different ways of interacting with it. Many objects can
play the same role (a printer can have many users) as well as
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the same object can play different roles (chri s is both a user
and a superuser). Each role instance has its own state, which
represents the state of the interaction with the player of the
role.

P
|
I
|
I
|

(&) (b) (c) (d)
Fig. 1. The possible uses of roles.

Figure 1 illustrates the different interaction possibilities
given by roles, which do not exclude the traditional direct
interaction with the object when roles are not necessary. Other
possibilities like sessions shared by multiple objects are not
considered for space reasons.

Arrows represent the relations between players and their
respective roles, dashed arrows represent the access relation
between objects, i.e., their powers.

o Drawing (a) illustrates the situation where an object

interacts with another one by means of the role offered
by it. This is, for instance, the case of ser gi o being a
Super User of hp8100.

o Drawing (b) illustrates an object (e.g., chr i s) interacting
in two different roles with another one (hp8100 in
the example). This situation is used when an object
implements two different interfaces for interacting with
it, which have methods (like pri nt) with the same
signature but with different meaning. In our model the
methods of the interfaces are implemented in the roles
offered by the objects to interact with them. The role
represent also the different sessions of the interaction with
the different objects.

o Drawing (c) illustrates the case of two objects which
interact by means of the roles of an ingtitution (which
can be considered as the context of execution). Thisisthe
original case, powerJava has been developed for [4]; in
this paper, we used as a running example the well-known
5 philosophers scenario. The ingtitution is the table, at
which philosophers are sitting and coordinate to take the
chopsticks and eat since they can access the state of each
other. The coordinated objects are the players of the role
chopsti ck and phi |l osopher. The former role is
played by objects which produce information, the latter
by objects which consume them. None of the players
contains the code necessary to coordinate with the others,
which is supplied by the roles.

« In drawing (d) two objects interact with each other, each
playing arole offered by the other. This is often the case
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of interaction protocols: e.g., an object can play the role
of initiator in the Contract Net Protocol if and only if
the other object plays the role of participant. Indeed, the
Contract Net Protocol is reported as an example in the
following section.

The four cases can be combined to represent more complex
interaction schemas.

This view of roles inspires a new vision of the the OO
paradigm, whose object metaphor has been accepted too
acritically and it has not been subject to a deep analysis. In
particular, it is a naive view of the notion of object and it does
not consider the analysis of the way humans conceptualize
objects performed in philosophy and above al in cognitive
science [16]. In particular, cognitive science has highlighted
that properties of objects are not objective properties of the
world, but they depend on the properties of the agent concep-
tualizing the object: objects are conceptualized on the basis of
what they “afford” to the actions of the entities interacting with
them. Thus, different entities conceptualize the same object in
different ways. We trandate this intuition in the fact that an
object offers different methods according to which type of
object it is calling it: the methods offered (the powers of a
role) depend on the requirements offered by the caller.

A. The Contract Net Protocol example

Hereafter, we report an example set in the framework of
interaction protocols, describing an implementation of the
well-known contract net protocol. The example follows the
interaction schema (d), reported in the previous section, and it
is substantially different than the analogous example reported
in a previous paper [3]. In fact, the solution proposed here is
distributed instead of being centralized (let us denote by this
name a solution respecting case (c) in the previous section).
The advantage of the old solution was that players did not
need to know anything about the coordination mechanism.
In this case, instead, each object also supplies a role for its
counterpart, which describes the powers that are given to the
counterpart in the interaction. For instance, the object that
will play the i nitiator role will define the powers of
the parti ci pants, and vice versa. The powers are the
messages that the i ni ti at or will understand; this is very
different than our previous proposal, where the powers only
alowed to start a negotiation or to take part to a negotiation,
depending on the role, and the exchanged messages were
hidden inside the institution.

In this new version, roles are aso used for main-
taining interaction sessions. In the following example,
r ef usePr oposal can be executed only if cf p has aready
been executed, this can be tracked thanks to the role state and,
in particular, thanks to variable st at e (set to the constant
value STATE_1 or ST AT E_2 to check which operations of the
role can be called in which state and under which condition).

Observe that when the object, offering a role, is supposed
to answer something, it needs to invoke a method, which is
supplied as a power of arole, which is in turn offered by the
object to which it is responding. In the contract net, a possible



answer to a cf p is the performative pr opose. In this case,
see also the code reported at the end of this section, the above
interaction is implemented by the instruction:

(that <-(Participant)
Peer.this). propose(get Proposal (task))

Here, Peer.this refers to the object offering the role
initiator; such an object means to play the role of
Partici pant and, in particular, to invoke the power
pr opose offered by this role. The role parti ci pant is
offered by the object which is currently playing the initiator
(identified in the above code line by t hat ), see Fig. 2.

Peer Peer
Initiato cfp Participant
eval uateTask
this e .
Peer.this Prop that

Fig. 2. Description of the interaction between an Initiator and a Participant,
when, after a“cfp” performative, the answer will be a*“ propose” performative.

The communication is asynchronous, since the proposal is
not returned by the cf p method.

Notice that an object which is currently playing the role of
participant in a given interaction, can at the same time play
the role of initiator in another interaction. See the method
eval uat eTask, in which a new interaction is started for
executing a subtask by creating the two roles in the respective
objects and by linking players to them:

role Initiator playedby InitiatorReq {
voi d cfp(Task task);
voi d reject Proposal ( Proposal
voi d accept Proposal ( Proposal

proposal ) ;
proposal);
}
interface InitiatorReq {
/1 must inplenent the role specification
/1 Participant
}

role Participant playedby ParticipantReq {
voi d propose(Proposal proposal);
voi d refuse(Task task);
voi d inform Object result);
void failure(Object error);

}

interface ParticipantReq {
/1 must inplement the role specification
[l Initiator

}

cl ass Peer inplenents ParticipantReq,
InitiatorReq

{

definerole Initiator {
final static int STATE 1
final static int STATE_ 2
int state = STATE 1;

no
NE

public void cfp(Task task) {
if (state != STATE 1)
throws new I Il egal Perfomati veException();
state = STATE 2;
i f (eval uateTask(task))
(that <-(Participant) Peer.this).
pr opose( get Proposal (task));
el se
(that <-(Participant) Peer.this).
refuse(task);

}

public void refuseProposal (Proposal
if (state != STATE 2)
throws new ||| egal PerformativeException();
r emovePr oposal (proposal ) ;
state = STATE 1,

}
public void accept Proposal (Proposal proposal) {
if (state != STATE 2)
throws new ||| egal PerfomativeException();

try {
(that <-(Participant) Peer.this).

i nf or m( per f or nifask( pr oposal ,
} catch(TaskExecException err) {
(that <-(Participant) Peer.this).
failure(err);

task));

state = STATE 1;

}
}

private bool ean eval uat eTask(Task task) {
Task subTask; //
thi s. new Partici pant (peer);
peer.new Initiator(this);
(peer <-(lnitiator) this).cfp(subTask);
1.,
}

definerole Participant { ... }

V. CONCLUSION

In this work, we have proposed the introduction of a form
of interaction between objects, in the OO paradigm, which
borrows from the theory about agent communication. The
main advantage is to allow session-aware interactions in which

the history of the occurred method invocations can be taken

into account and, thus, introducing the possibility of realizing,
in a quite natural way, agent interaction protocols. The key
concept which allows communication is the role played by an
object in the interaction with another object. Besides proposing
a model that describes this form of interaction, we have
also proposed an extension of the language powerJava that
accounts for it.

One might wonder whether the introduction of agent-like
communication between objects gives us some feedback to

the agent world. We believe that the following lessons can be
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learnt, in particular, concerning roles:

« Roles must be distinguished in role types and role in-
stances: role instances must be related to the concept of
session of an interaction.

« The notion of role is useful not only for structuring insti-
tutions and organizations but for dealing with interaction
among agents.

« The notion of affordance can be used to allow agents to
interacts in different ways with different kind of agents.

In this paper, we show a different way of using powerJava
exploiting roles to model communications where: the method
call specifies the caller of the object, the state of the interaction
is maintained, methods can be part of protocols, objects play
roles in the interaction and method calls can be asynchronous
as in agent protocols.

This proposal builds upon the experience that the au-
thors gathered on the language powerJava [4], [3], [5],
which is implemented by means of a precompiler. Basically
powerJava shares the idea of gathering roles inside wider
entities with languages like Object Teams [18] and Ceasar
[21]. These languages emerge as refinements of aspect oriented
languages aiming at resolving practical limitations of other
languages. In contrast, our language starts from a conceptual
modelling of roles and then it implements the model as
language constructs. Differently than these languages we do
not model aspects. The motivation is that we want to stick
as much as possible to the Java language. However, aspects
can be included in our conceptual model as well, under
the idea that actions of an agent playing a role “count as”
actions executed by the role itself. In the same way, the
execution of methods of an object can give raise by advice
weaving to the execution of a method of a role. On the
other hand, these languages do not provide the notion of role
casting we introduce in powerJava. Roles as double face
interfaces have some similarities with Traits [23] and Mixins
[9]. However, they are distinguished because roles are used
to extend instances and not classes. Finally, C# allows for
multiple implementations of interfaces. None of the previous
works, however, considers the fact that roles work as sessions
of the interaction between objects.

Some patterns partially address the same problems of this
paper. For example, the strategy design pattern allows to dy-
namically change the implementation of a method. However,
it is complex to implement and it does not address the problem
of having different methods offered to different types of callers
and of maintaining the state of the interaction between caller
and callee.

Baumer et al. [7] propose the role object pattern to solve
the problem of providing context specift views of the key
abstractions of a system. They argue that different context-
specific views cannot be integrated in the same class, otherwise
the class would have a bloated interface, and unanticipated
changes would result in recompilations. Moreover, it is not
possible either to consider two views on an object as an object
belonging to two different classes, or else the object would
not have a single identity. They propose to model context-

specifc views as role objects which are dynamically attached
to a core object, thus forming what they call a subject. This
adjunct instance should share the same interface as the core
object. Our proposal is distinguished by the fact that roles
are always roles of an institution. As a consequence they do
not consider the additional methods of the roles as powers
which are implemented using also the requirements of the role.
Finally, in their model, since the role and its player share the
same interface, it is not possible to express roles as partial
views on the player object.

In UML 2.0 the Protocol State Machine (PSM) was in-
troduced to specify which operations of the classifier can
be called in which state and under which condition, thus
specifying the allowed call sequences on the classifiers oper-
ations [25]. This diagram is particular useful for representing
protocols between objects. Our proposal could help to im-
plement a PSM because of the possibility represents directly
by the notion of role all the message exchanges relevant to
the protocol, increasing the readability and reusability of the
protocol implementation itself.

By implementing agent like communication in an OO
programming language, we gain in simplicity in the language
development, importing concepts that have been developed
by the agent community inside the Java language itself.
This language is, undoubtedly, one of the most successful
currently existing programming languages, which is also used
to implement agents even though it does not supply specific
features for doing it. The language extension that we propose
is a step towards the overcoming of these limits.

At the same time, introducing theoretically attractive agent
concepts in a widely used language can contribute to the
success of the Autonomous Agents and Multiagent Systems
research in other felds. Developers not interested in the
complexity of agent systems can anyway beneft from the
advances in this area by using simple and concrete constructs
in a traditional programming language.

Future work concerns making explicit the notion of state of
a protocol so to make it transparent to the programmer and
allow to define the same method with different meanings in
each state. Finally, the integration of centralized and decen-
tralized approaches to coordination among roles (drawings (c)
and (d) of Figure 1) must be studied.
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Abstract

This paper describes the software infrastructure
introduced within the AgentService framework in order to
provide support for ontology design, development, and
management. Ontology enriches and normalizes the
interaction among agents by establishing a domain and a
set of relation among objects populating that domain. A
good support for ontology definitely adds value to the
design and the implementation of software agents:
software engineers can take advantages of the services
offered by the framework to produce new ontologies and
rely on them to quickly define interaction protocols which
are automatically translated into state machines used by
software agents.

1. Introduction

In computer science the word ontology refers to “a
data model that represents a domain and is used to reason
about the objects in that domain and the relations between
them” [1]. Software ontologies are used in different fields
of computer science such as information architecture,
semantic web, and knowledge representation. In
particular, the adoption of software ontologies for
knowledge representation is very attractive: ontologies
contribute to provide a structure, a collection of well
identified concepts along with their properties, and
relations among them to a given knowledge base. For
these reasons, they are very useful for software agents
that base their activity mainly on the interaction with
peers and on reasoning about the environment.
Ontologies provide a structured and efficient way to
perform these tasks.

The translation of software ontology into a collection
of software artifacts representing it delivers to MAS
engineers a high level of abstraction helping them in
defining the interactions among agents. From a practical
point of view, a given software ontology establishes the
content of messages exchanged among agents and
provides facilities to validate them. Moreover, ontologies
are a good starting point for defining interaction protocols
which are the most common way to define a structured

dialogue among two entities. Hence, a good support for
ontology design, development, and management,
definitely gives an added value to agent programming
frameworks since it simplifies and empowers the activity
of MAS engineers.

This paper presents the collection of software
abstractions and tools integrated into AgentService [2]
which provides the framework with ontology design,
development, and management (hereafter ontology
service). The ontology service has been designed by
following the specifications provided by FIPA [3]. In the
next sections we will give a brief description of
AgentService and the agent model it proposes (Section 2),
then we will mostly concentrate on the entire process of
defining, implementing an ontology and using it to
support interaction protocol design and implementation
(Section 3 and 4). Conclusions will follow.

2. AgentService

In this section we will give a brief overview of the
AgentService framework by pointing out only those
aspects which are relevant to understand how the
ontology service is integrated into the framework.
Basically, we will describe the components of the
framework and we will present the agent model. For a
more detailed introduction please see [2].

2.1. The Framework

AgentService is a framework to implement distributed
multi-agent systems. It provides support for agent design
and implementation, multi-agent system implementation
management and monitoring. The components which
constitute the framework are the following:

o a flexible agent model through which different agent
architectures can be implemented;

e alibrary which defines the core of the system and the
basic services of the framework;

e a software environment that hosts multi-agent
systems and controls their life-cycle;



e a set of programming language extensions
simplifying the implementation of software agents;

e a collection of tools supporting users in designing
and implementing multi-agent systems;

e complete support for ontology definition and
development;

e automatic code generation for interaction protocols
with ontology integration;

e a software infrastructure allowing agents to migrate
among different instances of the AgentService
platform;

e a set of support programs through which users can
maintain and monitor multi-agent systems.

The core of the framework relies on the Common
Language Infrastructure (hereafter CLI) [4] and makes
the framework portable over different implementations of
this specification like Mono, Rotor, and .NET. The key
features of the framework are the agent platform which is
a modular hosting environment for software agents and
the agent model which will be investigated in the next
paragraph.

2.2. The Agent Model

The framework defines a software agent an
autonomous software entity whose activity is constituted
by a set of concurrent tasks and whose state is defined by
a set of shared objects. Concurrent tasks are referred as
behaviour objects while the term knowledge object is
used to identify the components of the agent state.

Behaviour objects encapsulates all the computational
activity of a given software agent while knowledge
objects define the elements composing its knowledge
base. The formers can be considered as simple little
programs which have their execution stack and can
communicate each other by using the shared knowledge
objects. Behaviour objects can access the runtime services
of the agent platform and query the FIPA management
agents (AMS, MTS, DF, and Ontology Agent) in order to
obtain information about the environment, the community
of agents and the services they offer; for example they
can query the Ontology Agent in order to know which
ontologies are registered in the platform and which agents
are able to understand messages belonging to a given
ontology.

Knowledge objects are data structures containing items
which are exposed as properties. They resemble a C struct
or a Pascal record, but are designed with a built support
for persistence and concurrent multiple accesses.
Knowledge objects define the knowledge base of a given
software agent and the collection of their properties along
with the execution state of each agent define the state of
an agent instance.

Agents can interpret roles into a given communication
protocol and they can publish this service through the DF
which makes this information available to the entire
community of agents. Interpreting a role makes the agent
able to participate into the communication protocol which
defines that role. This feature is implemented by
providing the agent with a behaviour object which
automatically executes the state machine defining the
role. This issue will be further detailed in the next section.

3. Ontology Support in AgentService

AgentService provides a complete support to ontology
design, implementation, and management. These three
functionalities are collectively referred as the ontology
service. The ontology service is based on the following
framework components:

e a set of classes representing the object model
defining all the elements required to represent an
ontology (classes, concepts, instances, attributes,
constraints, validation, etc);

e a set of tools that can be used to automatically
generate the specific classes for a given ontology by
starting from its visual or textual representation;

e an Ontology Agent (OA) which maintains the
knowledge about all the ontologies registered in the
hosting agent platform and about the agent which are
able to communicate by using the concepts defined
into a given ontology;

e FIPA SLO [5] ACL message support.

As we can notice, from the previous list the framework
does not directly provide any facility to visually design
software ontologies. We decided to rely on a very well
know and established tool that is Protégé [6] a software
projects maintained by the KSI lab the Stanford
University. Protégé, when equipped with Jambalaya [7],
provides all the required features to quickly design a
given ontology. In the following we will briefly illustrate
the object model designed to support ontology definitions
in AgentService, the role of the Ontology Agent, and the
ontology development process.

3.1. Ontology Object Model

The design and the implementation of the object model
defining the ontology reflects the specifications outlined
in the corresponding FIPA standards [3] and has been
inspired by the type system designed in JADE [8] to
support ontologies. The object model defined within
AgentService defines a meta-ontology which contains all
the concepts and the elements which are required to
compose user defined ontologies. The meta-ontology



defines the following entities: predicate, term, concept,
query, action, variable, primitive, and aggregate. Figure
1 describes how these elements are connected each other.

Term Predicate
i |

[ Concept Variable ] [ Query Primitve ] [Aggregate J

]\

Action

)

Figure 1. Ontology elements hierarchy

The elements depicted in figure 1 define the domain in
which every communication based on a given ontology
takes place. User defined ontologies will provide specific
instances of these elements and MAS engineers will have
to specialize the abstract classes representing the entities
defined by the meta-ontology: the new classes will
represents the concepts, the queries, the actions, the
terms, etc. which are pertaining to the specific problem
domain. Ontologies are also described using schemas
which are generic objects used to describe any ontology
element and provides all the information to represent a
specific ontology without using ontologies specific
classes. Ontology schemas are used internally by the
framework in order to maintain a catalog of all the
ontologies registered, while ontologies specific classes
constitute the API used by software agents to hard-code
the communication based on a specific ontology. Agents
which can dynamically learn to use a given ontology by
exploiting the services of the OntologyDescriptor class
which automatically extracts all the useful information
about a given ontology. It retrieves all the schemas
defining the specific entities of the ontology and provides
also other useful information such as assembly location,
file versioning and type names. The implemented solution
is very flexible since it provides an efficient way of using
ontologies when they are statically identified, while, at
the same time, provides facilities to dynamically reflect*
ontologies.

AgentService also provides support for SLO which is a
minimal subset of the FIPA ACL message specification.
The framework defines a set of classes able to represent
all the elements of SLO plus the = (equals) predicate. In
order to communicate with a given ontology agents

! The verb reflect is used in the sense of type reflection
which identifies a well know set of operation aimed to
extract information about the class type of a given object.
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exchange messages which contains SLO objects and a
specific message content has been designed (the
ACLMessageBody class) in order to transport SLO
statements.

The joint use of the ontology API and of SLO as a
vehicle allows agents to easily communicate each other.

3.2. The Ontology Agent

In order to be compliant with the specification
provided by FIPA we have introduced the Ontology
Agent which is responsible of maintaining the catalog of
all the ontologies registered with the system and of
providing useful information to software agents. The
entire list of task that should be performed by the
ontology agent is the following:

ontology discovery and publishing;
ontology maintenance;

ontology mapping and translation;
shared ontology discovery.

The ontology agent provided with the framework
implements only the two features of the previous list
which are also the most important. We think that the
ontology mapping service is a very difficult task to
implement and requires some sort of inductive knowledge
in order to detect similarities among different knowledge
representations.

In order to be available to the community of agents the
Ontology Agent registers its service to the DF. Since we
have implemented a reduced set of task of the ontology
agent we decided to embed these functionalities directly
into the Directory Facilitator, by adding a specific
behaviour which performs these tasks. The community of
agents asks to the DF which agent provides the ontology
service and the directory facilitator returns its own agent
identifier. Hence, the implementation of this feature is
completely transparent to the community of agents which
only expect to obtain the address of the Ontology Agent
in order to query it.

3.3. Ontology Development Process

In order to make users feel at ease and increase their
productivity we adopt, as written above, Protégé in
conjunction with Jambalaya for defining AgentService
ontologies. Figure 2 describes the entire process that by
starting from the Protégé editor generates the assembly
containing the type definitions for the ontology which are
required by the AgentService framework.

Projects designed in Protégé can be exported into the
XML format and a tool provided with AgentService
automatically generates the corresponding object model,
writes the source code and compiles it into an assembly



which can be easily deployed into the agent platform or
used by the protocol designer. After the compilation
process takes place MAS engineers are provided with the
entire object model describing the ontology they designed
with Protégé. The assembly can be included into a generic
software project and used as a library, directly deployed
into the agent platform, or, as showed in figure 2, used
within the protocol designer.
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Figure 2. Ontology code generation
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4. Protocol Design and Implementation

AgentService provide facilities to design, to
implement, and to integrate interaction protocols into
multi-agent systems. Interaction protocols rely on the
ability of agents of communicate each other by using the
services offered by the MTS and the messaging
subsystem. The development of a protocol for
AgentService can be enhanced by using ontologies which
give a sound meaning and a well defined structure to the
messages exchanged during the interaction. AgentService
relies on the Microsoft Visio visual modeling
environment and provides a plug-in which allows users to
define interaction protocols by following the AUML
standard [9].

In particular by using protocol designer developers
can:

design protocol steps for each agent role involved;
adopt previously defined ontology for message
content;

e export the protocol
AgentService;

in a format usable by
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e design agents interpreting the roles through dedicated
behaviours.

The plug-in introduces a new stencil in the Visio
environment which contains all the elements to visually
compose the protocol, and a toolbar which allows to
automatically generate the code implementing the state
machines for the protocols. Such state machines can be
embedded into specific behaviour objects which are then
able to participate in the interaction protocol.

The next paragraphs analyze more in details how the
tool works, in particular some extensions of the AUML
basic elements are introduced and the code generation
process is explained.

4.1 Designing AUML elements

Agent UML proposes extensions to UML and idioms
within UML in particular for sequence e collaboration
diagrams. Sequence diagrams seem to be the best way to
design and represent agent in order to capture inter-agent
dynamics [10]. Two fundamental parts constitute the
diagram model a frame, which delimits the sequence
diagram, and the message flow between roles through a
set of lifelines and messages [11]. Hence the frame
element contains lifelines, sets of messages, and AUML
operators commonly called combined fragments. In
addition to the basic elements proposed by AUML
specification (lifeline, message, alternative, optional,
break, loop), we introduce some new features in order to
make the model effective from the AgentService point of
view.

Since the definition of the protocol is designed in order
to generate running code for AgentService platform, the
tool provides features for inserting lines of .NET code for
each role. In particular designers can write code in order
to manage exceptions during protocol execution or reply
to an error message received from a peer.

Messages are obviously the core of protocol
interactions; the tool provides two kinds of messages:
ontological messages and native messages. The designer
is integrated with the AgentService ontology system; in
order to adopt an ontology it is only necessary to indicate
the assembly containing it. Hence if a user wants to use
an ontology within a protocol, he has to select an SLO
operator and then choose the ontological elements
contained within the previously loaded ontology. In the
case the user does not adopt an ontology, he has to define
the fields composing the body of the message, specifying
the name and the type of the message element (the
message content of AgentService is strongly typed).

The tool allows developer to design peer-to-peer or
client-server communications defining the cardinality of
the agent roles involved in a protocol. AgentService
messages are asynchronous; in client-server protocol the



reception by the server is time-outed and the server
manages client interaction by adopting a round-robin
approach.

The AUML tool for AgentService allows users to
define guard conditions (for alternative and optional
statements) as Boolean expressions which very often
involve elements contained within messages previously
received. Hence the guard condition is not a simple label
but it is a fundamental element involved in the generation
of the code modeling the protocol.

Finally the AUML Loop operator is extended in order
to be able to clearly indicate the agent role that manages
the loop.

4.2 Code generation and execution of interaction
protocols

Starting from the model representing the interaction
protocol it is import to be able to generate agents playing
roles within the protocol and then execute them. The
designer only defines the structure of the protocol and
creates classes targeting the AgentService object model
which represent the state machine executing the
interaction protocol. It is up to the agent playing a
specific role to complete the state machine generated by
the tool with all the information it needs.
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Figure 3. Protocol development process

Figure 3 describes the protocol development process:
interaction protocols can either be exported into XML
format or into assemblies which can be directly used to
program software agents. Both of the two representations
contain the same information: the first is mainly used to
maintain a textual representation of the protocol and to
export it to third party applications, while the second is
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the most important since it actually allows the use of
protocols inside the framework. Given an XML or a
visual representation of the interaction protocol, the
protocol compiler generates an assembly containing the
following entities:

e the definition of the protocol object model;

the definition of state machines implementing the
roles defined in the interaction protocol;

the definition of the interfaces types used by the state
machines to customize the execution flow of the

protocol.

Software agents, in order to participate into a protocol,
have to interpret one of the roles defined in the protocol.
This role is interpreted by adding a behaviour object
which executes the state machine defining the role; such
behaviour object has to implement the interface required
by the state machine and through the methods exposed by
this interface interacts and controls, when possible, the
execution of the state machine. The customization level
provided by interface is required, for example, in order to
let the agent choose among different alternatives and then
drive the execution of the protocol.

The state machines automatically handle all the
exceptions that can occur while executing the protocol
(i.e. wrong or malformed messages, etc.) and the
behaviour objects running the state machine can be
informed about these exceptions through specific events.

4.2 Related works

There are some interesting works based on Agent
UML involving the definition of design tools. Ehrler and
Cranefield propose a Plug-in for Agent UML Linking
(PAUL) [12] based on the FIPA-compliant agent platform
Opal [13] and the Eclipse Modeling Framework. In
particular this tool uses the UML Object Constraint
Language (OCL) [14] in order to define the input and
output of the operations an agent can perform within a
protocol. Our design tool does not require the definition
of 1/O data for protocol operations; agents playing a
protocol role have access to all the content of the
messages received during the interaction and of course
can consult their knowledge base.

Winikoff [15] precisely defines the syntax of a subset
of AUML by using a textual notation; he provides a tool
for designing diagrams in order to support the notation.
This tool cannot generate code for the models that have to
be implemented manually.

Viper [16] is a graphical editor based on the earlier
version of AUML that can generate code for
AgentFactory [17]. The tool, in the implementation phase,
involves users for populating the protocol with
customized agent code, which together with code



automatically generated to reflect the protocol semantics
is compiled into useable agent designs. Hence the tool
generates a skeleton of code implementing the protocol
and users have to complete and compile it. Instead the
AgentService protocol designer generates an assembly
containing the classes representing the state machine of
the protocol and a programming interface that users can
implement in order to customize agent operations. Viper
is not provided with an ontology system.

5. Conclusions

In this paper we presented the software infrastructure
introduced into the AgentService framework in order to
support  ontology  design, implementation, and
management. Software ontologies are a high level
abstraction which is very useful for identifying the
concepts of a problem domain, to define their relation,
and to reason about them. Ontologies give an added value
to the interaction among software agents since they
provide facilities to define a communication and to
validate messages.

The support provided by AgentService covers, either
directly or not, all the activities previously cited:
AgentService relies on Protégé in order to define a new
ontology and translates the representation provided by
Protégé into a collection of classes fitting the object
model defined into the framework. These classes can be
easily used to define a conversation among software
agents: messages can be verified against a specific
ontology and eventually discarded if spurious. By
querying the ontology agent we can dynamically inspect
the ontology catalog maintained in every multi-agent
system and extract useful information about their
structure, such information can be easily used in order to
start a communication with agents which know that
ontology.

Software ontologies can also be useful to define
structured conversations among agents since they
completely define the content of the exchanged messages.
AgentService provides a useful tool to visually define
interaction protocol integrated with the ontology service:
it is then possible to start from the definition of the
problem domain with  Protégé, translate that
representation into a software ontology, build an
interaction protocol based on those concepts, and produce
a state machine which can be directly used by software
agents to interpret roles. All this process can be
performed without writing a line of code thanks to the
supports provide by the framework.

Nonetheless, the ontology service can be improved:
now AgentService provides support only for the SLO
subset of the FIPA ACL specification while a complete
implementation of the SL2 specification is still to come.
Moreover, a more complete service provided by the
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ontology agent has to be implemented in order to be
completely compliant with the FIPA specifications.
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Abstract— Coordination of multiagent systems is recently with the goal of moving tuples from one space to the other
moving towards the application of techniques coming from until completely “sorting” them, that is, tuples of different
the research context of complex systems: adaptivity and self- types reside in different tuple spaces. We show a solution

organisation are exploited in order to tackle openness, dynamism . o .
and unpredictability of typical multiagent systems applications. to this problem based on a fully-distributed algorithm, where

In this paper we focus on a coordination problem calleccollective €ach agent moves tl..JpIeS according to fuIIy-Ioca[ Cff.iteria, an.d
sorting, where autonomous agents are assigned the task of movingwhere complete sorting appear to emerge from initial chaotic

tuples across different tuple spaces according to local criteria, tuple configurations. To provide evidence of correctness and

resulting in the emergence of the complete clustering property. appropriateness we rely on simulations
Using a library we developed for the MAUDE term rewriting . . o .
system, we simulate the behaviour of this system and evaluate Many simulation tools can be exploited to this end, though

some solutions to this problem. they all necessarily force the designer to exploit a given
specification language, and therefore better apply to certain
l. INTRODUCTION scenarios and not to others—examples are SPIM [6], SWARM

Systems that should self-organise to unpredictable changglsand REPAST [8]. Instead of relying on one of them,
in their environment very often need to feature adaptivityn this paper we seek for a general-purpose approach. We
as an emergent property. As this observation was first magleluate the applicability of the MUDE specification tool as a
in the context of natural systems, it was shortly recognisegneral-purpose engine for running simulations [9]. It is very
as an inspiring metaphor for artificial systems as well [1}vell known that MAUDE allows for modelling syntactic and
However, a main problem with emergent properties is thatynamic aspects of a system in a quite flexible way, supporting
by their very definition, they cannot be achieved through eg. process algebraic, automata, and net-like specifications—
systematic design: their dynamics and outcomes cannot deof which can be seen as instantiations oAWDE's term
fully predicted. Nonetheless, providing some design supportiiewriting framework. We developed a library for allowing a
this context is still possible. The whole system of interest, thaystem designer to specify in a custom way a system model in
is the application to design and the environment it is immerséetms of a stochastic transition system—a labelled transition
in, can be modelled as a stochastic system, namely, a sys®stem where actions are associated withte (of occurrence)
whose dynamics and duration aspects are probabilistic. In tfi®]. One such specification is then exploited by the tool to
scenario, simulations can be run and used as a fruitful toolgerform simulations of the system behaviour, thus making
predict certain aspects of the system behaviour, and to supgbrpossible to observe the emergence of certain (possibly
a correct design before actually implementing the applicatiemexpected) properties.
at hand [2]. The remainder of this paper is as follows: Section 2 provides

This scenario is particularly interesting for agent coordinaome background on coordination techniques featuring adap-
tion. Some works like the TOTA middleware [3], SwarmLindaivity, Section 3 describes the collective sorting problem, while
[4], and stochastic KLAIM [5], though starting from differentSection 4 presents the MVDE model of the Collective Sorting
perspectives, all develop on the idea of extending standandd its simulation results, and finally Section 5 concludes
coordination models with features related to adaptivity amgtoviding perspectives on future works.
self-organization. They share the idea that tuples in a tuple
space eventually spread to other tuple spaces in a non- Il. BACKGROUND
deterministic way, depending on certain timing and probability In the effort to improve the design process of software
issues. Accordingly, in this paper we start analysing theystems—i.e. to bridge the gap between the design and the
potential role that simulation tools can have in this contexdctual implementation—it has become very common practice
towards the identification of some methodological approath take into account not only functional and architectural
to system design. requirements, but also quantitative aspects like temporal and

As a reference example, we consider an application poobabilistic ones. When dealing with complex systems, it is
a tuple space scenario of the so-calledllective sorting often the case that aleatory in system dynamics may cause
problem for swarm intelligence [1]. This application featurethe emergence of interesting properties, that cannot therefore
autonomous agents managing a set of distributed tuple spatesabstracted away when designing the system. Coordination
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models and technologies for multiagent systems are witnessin several scenarios, sorting tuples may increase the overall
ing the development of a number of works moving to thisystem efficiency. For instance, it can make it easier for an
direction, most of which are inspired by natural phenomenagent to find an information of interest based on its previous
A first example is the TOTA (Tuples On The Air) mid-experience: the probability of finding an information where
dleware [3] for pervasive computing applications, inspired by previous and related one was found is high. Moreover,
the concept of field in physics—like e.g. the gravitationavhen tuple spaces contain tuples of one kind only, it is
or magnetic fields. This middleware supports the concept jpdssible to apply aggregation techniques to improve their
“spatially distributed tuple™: that is, a tuple can be cloned arpkrformance, and it is generally easier to manage and achieve
spread to the tuple spaces in the neighborhood, creating a $oat-balancing.
of computational field, which grows when initially pumped Increasing system order however comes at a computational
and then eventually fades. To this end, when injected inpaice. Achieving ordering is a task that should be generally
tuple space, each tuple can be equipped by some applicatipaerformed online and in background, i.e. while the system
dependent rules, defining how a tuple should spread acrossitheunning and without adding a significant overhead to the
network, how the content of the tuple should be accordingigain system functionalities. Indeed, it might be interesting to
affected, and so on. TOTA is mainly targeted to suppoleok for suboptimum algorithms, which are able to guarantee
multiagent systems whose environment is open, dynamic amdertain degree of ordering in time.
unpredictable, like e.g. to let mobile agents meet each otheMNature is a rich source of simple but robust strategies:
in a dynamic network. the behaviour we are looking for has already been explored
Another example is the SwarmLinda coordination modé the domain of social insects. Ants perform similar tasks
[4], which though similar to TOTA is more inspired by swarnmwhen organizing broods and larvae: this class of coordination
intelligence and stigmergy [1], [11], [12]. In SwarmLindastrategies are generally referred to edllective sortingor
tuples are moved from one tuple space to the other, and agllective clustering[1]. Although the actual behaviour of
like algorithms are used to retrieve them. The use of seHnts is still not fully understood, there are several models that
techniques in SwarmLinda derives from necessity of deali@ge able to mimic the dynamics of the system. Ants wander
with openness and with the unpredictability of a tuple space'gndomly and their behaviour is modelled by two probabilities,

users, against the need of achieving adaptivity. respectively, the probability to pick up, and dropP; an item
Finally, the “swarm robotics” field applies strategies in- 9 9

spired by social insects in order to coordinate the activities P, = < k1 ) , Py = ( f ) 7 1)

of a multiplicity of robots systems. Typically, these systems ki+ f ko + f

are built on top of ad-hoc software middlewares [1], and solve where k; and k, are constant parameters arfdis the
problems with distributed-algorithms where, though each robetimber of items perceived by an ant in its neighborhood:
brings about very simple goals, the whole system can Bemay be evaluated with respect to the recently encountered
used to solve quite complex problems—see e.g. the collectigms. To evaluate the system dynamics, apart from visualising
sorting problem in Section llI-A. it, it can be useful to provide a measure of the system order.
These are all examples witnessing the fact that coordinatiSach an estimation can be obtained by measuring the spatial
in open, dynamic, and unpredictable systems have quantitaiérgropy, as done e.g. in [11]. Basically, the environment is
aspects playing a very important role. This calls for analysétibdivided into nodes ang; is the fraction of items within
and design tools that can support system developmentaatode, hence the local entropyfi§ = —P; log P;. The sum
various levels, from formal specification up to simulations. of H; having P, > 0 gives an estimation of the order of the
entire system, which is supposed to decrease in time, hopefully
[11. COLLECTIVE SORTING reaching zero (complete clustering).

A. General Scenario B. An Architecture for Implementing Collective Sorting

We consider a case of Swarm-like intelligence known asWe conceive a multiagent system as a collection of agents
collective sorting[1]. It features a multiagent system wherenteracting with/via tuple spaces: agents are allowed to read,
the environment is structured and populated with items ofsert and remove tuples in the tuple spaces. Additionally, and
different kinds: the goal of agents is to collect and move itentiansparently to the agents, an infrastructure provides a sorting
across the environment so as to order them according to setvice in order to maintain a certain degree of order of tuples
arbitrary shared criterion. This problem basically amounts io tuple spaces. This service is realised by a class of agents
clustering: homogeneous items should be grouped together #mat will be responsible for the sorting task. Hence, each tuple
should be separated from others. Moving to a typical contestpace is associated with a pool of agents, as shown in Figure
of coordination models and languages, we consider the cdsevhose task is to compare the content of the local tuple space
of a fixed number of tuple spaces hosting tuples of a knovagainst the content of another tuple space in the environment,
set of tuple types. The goal of agents is to move tuples froamd possibly move some tuple. Since we want to perform this
one tuple space to the other until the tuples are clusteredtéisk online and in background, and with a fully-distributed,
different tuple spaces according to their tuple type. swarm-like algorithm, we cannot compute the probabilities in
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Agent spaces exist (labelled with identifieds 1, 2 and 3), and four

O O O O tuple kinds are subject to orderin@a(, 'b , 'c , and’d ).
ot O Bt O Bt Q Bt O = A. AMAUDE library for simulation
O O O O MAUDE is a high-performance reflective language support-
ing both equational and rewriting logic specifications, for

specifying a wide range of applications [9]. The basic brick of
Fig. 1. The basic architecture consists in a set of sorter agents dedicate@ y!AUDE program is themodule which is essentially a set of
a single tuple space. definitions determining an algebra: the modules can be either
of the functional or systemkind. Functional modules contain
both (syntax-customed) type and operation declarations, along
Equation 1 to decide whether to move or not a tuple: thgith equationswhich are actuallyequational rewritingrules
approach would not be scalable since it requires to count glfining abstract data types—this is hence useful to declare
the tuples for each tuple space, which might not be practicalgorithmic aspects of computing systems. System modules
Hence, we devise a strategy based on tuple sampling, asagh instead havewriting lawsas well—i.e. transition rules—
suppose that tuple spaces provide for a reading primitive \Wgat are typically used to implement a concurresriting
call urd , uniform read This is a variant of the standard  semanticsand are then able to deal with aspects related to
primitive that takes a tuple template and yields any tuplfteraction and system evolution. In the course of finding a
matching the template: primitiveird instead chooses thegeneral simulation tool for stochastic systems, we fineUME
tuple in a probabilistic way among all the tuples that coulds a particularly appealing framework, for it allows to directly
be returned. For instance, if a tuple space hascopies of model a system in terms of transition rules, or to prototype a
tuple (1) and20 copies of tupléet(2) then the probability that new domain-dependent language to have more expressiveness
operationurd(t(X)) returnst(2) is twice as much as(1)'s. and compact specifications.
As standard Linda-like tuple spaces typically do not implement ysing MaubE, we realized a general simulation framework
this variant, it can e.g. be supported by some more expressige stochastic systems: the idea of this tool is to model
model like ReSpecT tuple centres [13]. When deciding tog stochastic system by a labelled transition system where
move a tuple, an agent working on the tuple sgfsg follows  transitions are of the kind =% S, meaning that the system

this agenda: in state S can move to stat&’ by actiona, wherer is the
1) it draws a destination tuple spa@& different from (global) rateof actiona in stateS. The rate of an action in a
the source on&'Sg; given state can be understood as the number of times action
2) it draws a kindk of tuple; a could occur in a time-unit (if the system would rest in state
3) it (uniformly) reads a tuplgdy from T'Sg; S), namely, its occurrence frequency. This idea is inspired by
4) it (uniformly) reads a tupld; from T'Sp; the activity mechanism of stochasticCalculus [10], where

5) if the kind of T; is k£ and it differs from the kind off;, each channel is given a fixed local rate, and the global rate of
then it moves a tuple of the kink from T'Ss to T'Sp.  an interaction is computed as the channel rate multiplied by

The point of last task is that if those conditions hold, then tH&e number of processes willing to send a message and the
number of tuples: in T'Sp is more likely higher than if'Sg, nhumber of processes willing to receive a message. Our model
therefore a tuple could/should be moved. It is important thi& hence a generalisation of this approach, for the way the
all choices are performed according to a uniform probabili§tobal rate is computed is custom, and ultimately depends on
distribution: while in the steps 1 and 2 it guarantees fairnedg€ application at hand—e.g. the global rate can be fixed, or
in steps 3 and 4 it guarantees that the obtained orderingc&n depend on the number of system sub-processes willing to
appropriate. execute an action. Given a transition system of this kind and an
It is worth noting that the success of this distributed ainitial state, a simulation is simply executed k) checking
gorithm is an emergent property, affected by both probabili§ach time the available actions and their r&{@; picking
and timing aspects. Will complete ordering be reached startifge of them probabilistically (the higher the rate, the more
from a completely chaotic situation? Will complete orderingkely the action should occur)(ii) accordingly changing
be reached starting from the case where all tuples occurtfi¢ system state; and final(v) advancing the time counter
just one tuple space? And if ordering is reached, how maggcording to an exponential distribution, so that the average
moving attempts are globally necessary? These are the sorfregluency is the sum of the action rates. This technique is again

questions that could be addressed at the early stages of desigéieneralisation of the one adopted in the SPIM simulation
thanks to a simulation tool. engine for stochastig-Calculus [6]. For a detailed description

of the simulation framework, refer to [14].
IV. THE COLLECTIVE SORTING IN MAUDE

In this section we briefly describe a AMdDE specification B The Collective Sorting model
of our solution to the collective sorting problem, and show The MAUDE specification of the Collective Sorting
simulation results. Our model sticks to the case where 4 tuglgstem is divided in three modules, respectively defining
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mod CS is
pr CS . pr STANDARD-CARRIER .

op source : Nat -> Action . *** SYNTAX OF ACTIONS AND STATES
op chooseTarget : -> Action .

op chooseTupleType : -> Action .

op readSource : -> Action .

op readTarget : -> Action .

op move : -> Action .

subsort DataSpace < State .
*** A REFERNCE INITIAL STATE
op SS : -> State .

eq SS = (init | < 0 @ (a[100])|('b[100])|('c[10])|(d[10]) > |
<1 @ (a[ ODI(b[100]|(c[10]|(d[10]) > |
<2 @ (a[ 10DICb[ 50DI(c[50DI(d[10]) > |
< 3 @ ([ 50]D|(b[ 10]|(c[10DI(d[50]) > |
(a,’b,’c,’
** |DENTIFYING SOURCE ***  TRANSITION SYSTEM SEMANTICS

eq (init | DS)==> =
( source(0) # 0.25 -
( source(l) # 0.25 -
( source(2) # 0.25 -
( source(3) # 0.25 -

VAR
RPN )
OO0O00
nonnnm

[
[
[
[

—

*** CHOOSING TARGET
eq ([Ns] | DS) ==> = (chooseTarget # now -> [ [Ns];[range(3)]] DS ]) .
eq ([Ns];[Ns] | DS) ==> = (chooseTarget # now -> [ [Ns];[3] | DS )

*** CHOOSING TUPLE TYPE QQ
ceq ([Ns];[Nt] | < Ns @ MT > | DS ) ==> = ( chooseTupleType # now -> [
([NS] INIIQQ] | < Ns @ MT > | DS ) ])
if QQ := choose(occurringTuples(MT)) .

*** READING FROM SOURCE
ceq ([Ns];[Nt};[Q] | < Ns @ MT > | QL | DS ) ==> = ( readSource # now -> [
(INSL;INt;[QLIQQ] | < Ns @ MT > | QL [ DS ) ])
if QQ := get( QL , sample(quantities(QL, MT))) .

** READING FROM TARGET
ceq ([Ns];[Nt};[QL;[Q1] | < Nt @ MT > | QL | DS ) ==> = ( readTarget # now -> [
(INSL;INtLIQLIQLLIQQ] | < Nt @ MT > | QL [ DS ) 1)
if QQ := get( QL , sample (quantities(QL, MT))) .

*** MOVING OR DISCARDING
ceq ( [Ns][NtE[QLIQLLIQ] |
<Ns @ (Q[s NJ) | MT > |
<Nt @ (Q N ]| MTL>|DS) ==>=( move # now -> [
( init |
<Ns@ (Q NI | MT>
<Nt @ (Q[s N)) | MT1 > | DS) ] )

if Q1L =/= Q .
eq ( [Ns[INtE[Q[Q1)[Q2] | DS ) ==> = ( move # now -> [
( init | DS ) 1) [owise] .
eq temp( init | DS ) = false . *+ TEMPORANEOUS STATES
eq temp( DS ) = true [owise] .

endm

Fig. 2. The transition system semantics in modae

the structure of a system stat€J-TYPES), some utility choose takes a list of tuple type identifiers and returns one
functions CS-FUNCTIONS, and finally the stochastic non-deterministically chosemccurringTuples takes the
transition system operator=> (CS. Module CS-TYPES content of a tuple space and returns the list of tuple types
and moduleCS-FUNCTIONS are not reported for brevity. occurring in it; quantities takes the content of a tuple
Module CS-TYPES specifies the necessary types to defingpace and a list of tuple types and returns the cardinality of
the structure of a system state. In particular, Sarple is each of them.
used to model the occurrence of a tuple in a tuple space:
for instance,’a[10] means10 tuples of tuple type’a The CS module, as depicted in Figure 2, can be viewed
occur. Sort Space is used to represent a tuple spaceds the core of the Collective Sorting model. First of all,
<0 @ ('a[10])|(’b[10])|('c[210])|(’d[10])> six kinds of action are defined: the former is of the kind
means the tuple space with identifiehas10 copies of each source(0) ,...source(3) and is used to start an agent
tuple type. ModuleCS-FUNCTIONSdefines three functions: working on a certain tuple space; the others are constants
corresponding to the five steps of the agent agenda. The
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constantSS is assigned to the initial state of the system we

want to simulate, where tuples are spread in different quantities e —

in the various tuple spaces. TS2-TT2

The stochastic transition system semantics is divided in six 250 | To41T4

groups according to the actions to be executed. Initially, four

actions of the first kind are allowed, each with ratg5 . The

rate of other actions is the constamdw, which is assigned

to a large float, meaning that these actions should happen

immediately. By this modelling choice, we will simulate a

system where one agent evaluates for moving a tuple at each 100

time unit, and such an evalution is immediate. The behaviour ot

of transitions is briefly described as follows. 50 ks ‘ ‘ ‘ ‘
a) source(i) : When taskinit occurs in the space 0 1000 2000 3000 4000 5000

it is time to spawn a new agent task: any of the tuple spaces Time

can be chosen as source, with same probability. Tgsk

correspondingly replacesit , wherei is the source chosen.Fig. 4. Dynamics of the winning tuple in each tuple space: notice that each

Note thatDS is a variable overDataSpace , which here tuple aggregates in a different tuples space.

matches with the rest of the system.

b) chooseTarget : To choose a target, any tuple space ) o )
in 0,1,2 s tried. If the result is equal to the current sourc&f Figure 2, and represents a possible initial (disordered)
tuple space3 is actually taken as target. This guaranteg®nfiguration of tuples. Figure 3 shows a piece of the output
the source and target tuple spaces to be distinct. The t&@dRduced by the execution of the simulation—where each

moves then to stafdls];[Nf] ~ —source and target identifier, Step includes simulation countdown counter, system state, and
respectively. elapsed time. After some steps, some tuple starts moving from

c) chooseTupleType : A tuple type is chosen ran- ON€ space to the others. Aft@624 time units, for instance,
domly out of those currently occurring Ms. This is computed tuPle kind'c is already completely collected in tuple space
with functionschoose andoccurringTuple , and is used 2. After 4600 time units, the system converged to complete
to avoid picking a tuple which is currently absent in the Sour(%)rting, as we expected from our distributed algorithm. Chart

tuple space. The task moves then[Ms];[Nt]:[QQ] __ in Figure 4 reports the dynamics of the winning tuple in each
whereQQis the tuple type chosen. tuple space, showing e.g. that complete sorting is reached at

d) readSource : In this step a tuple type is drawndifferent times in each case. The chart in Figure 5 displays
from the source tuple space using uniform read. Expressiti§téad the evolution of the tuple spaenotice that only the

200

150

Number of Tuples

get(QL,sample(quantities(QL, MT))) is used to tuple kind’a aggregates here despite its initial concentration

sample a tuple giving higher probability to those that occi¥as the same of tuple kinith .

more. Although it would be possible to make some prediction, we
e) readTarget :  Similar sampling is done do not _know in general WhiCh tuple space will host a specific

on the target tuple space. The task moves now tdple kind at the en_d of sorting: this is an emergent property

[NS];[Nt];[QL[Q1L[Q2] , where Q1 and Q2 are of the system and is the very result of thm;eraenon of the_

the tuple types read. tuple spaces through the agents! Indeed, the final result is not
f) move: If the task matches completely random and the concentration of tuples will evolve

[NSLINT:[QL[Q1LIQ] and Q1 is different fromQ, in the same directiomost of the times. It is interesting to

then a tuple of kindQ is to be moved fronNs to Nt, which analyee the trend of the entropy_ of each tuple space as a way
is realised by properly updating the tuple counters. Otherwit stimate the degree of order in the system through a single
(lowise] ), the tuple spaces state is left unchanged. In boYilue: since the strategy we simulate is trying to increase the
cases, the task gets backitit . inner order of the system we expect the entropy to decrease,
Finally, thetemp function defines as temporary states thos@ actually shown in Figure 6.

that do not have tasknit , which will then cause the

simulation counter not to update. D. Adding a Load-Balancing Case

The basic strategy based on constant rates (see Section IV-

C. Simulating the Collective Sorting B) is not very efficient, since agents are assigned to a certain
The simulation can be run by giving theAUDE interpreter tuple space also if the tuple space is already ordered! We
a command like may exploit this otherwise wasted computation by assigning

: idle agents to disordered tuple spaces, or rather to change the
< : ) > . . . ;

rewrite [ 5000 - (1SS) @ 0.0 ] working rates of agents. This alternative therefore looks suited
which executes precise000 agent executions starting fromto realize a strategy to quicker reach the complete order of
stateSS. Such a state is defined as a constant in the cotlgple spaces.
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[5000 : init | < 0 @ (a[100])

| |
<1 @ (a0 | (0[10]) | (d[1o) > |
<2 @ (a[10] | (b[50]) | (c[50]) | (d[r0]) > |
< 3 @ (a[30]) | (b10]) | (c[10]) | (d[S0]) > | 'a’b/’c'd

@ 0.0],

[4000 : init | < 0 @ (a[107]) | (b[89]) | (c[0]) | (d[O]) > |
<1 @ (a[0]) | (b[L36]) | (c[O]) | (dO]) > |
<2 @ (a[0]) | (b[35]) | (c[80]) | (d[O]) > |
< 3 @ (a[53]) | (b[o]) | (clo]) | (d[8O]) > | 'a’b,c’d
@ 9.7664497212663287e+2],

[2000 : init | < 0 @ (a[127]) | (b[50]) | (c[0]) | (d[O]) > |
<1 @ (a[0]) | (bf210]) | (c[0]) | (d[O]) > |
<2 @ (a[0]) | (bo]) | (c[80]) | (do) > |
<3 @ (a[33]) | (b[O]) | (c[O]) | (d[8O]) > | "a’b/c’d
@ 3.0679938546387184e+3],

[1000 : init | < 0 @ (a[142]) | (b[18]) | (c[0]) | (d[O]) > |
<1 @ (a[0]) | (b[242]) | (c[O]) | (d[O]) > |
<2 @ (a[0]) | (bo]) | (c[8o]) | (do]) > |
< 3 @ (2[18]) | (b[o]) | (c[O]) | (d[8O]) > | "a’b,/c’d
@ 4.0271359303450395€+3],

[438 :init | < 0 @ (a[160]) | (b[O]) | (c[0]) | (d[O]) > |
<1 @ (a0]) | (b[260]) | (c[O]) | (d[O]) > |
<2 @ (a[0]) | (b[O]) | (c[80]) | (d[O]) > |
< 3 @ (a0]) | (b[0]) | (c[O]) | (d[8O]) > | ‘a’b/c/d
@ 4.6001450653146167e+3],

[0 : init | <0 @ (a[160]) | (b[0]) | (c[O]) | (d[O]) > |
<1 @ (a[0]) | (b[260]) | (c[O]) | (d[O]) > |
<2 @ (a[0) | (b[o]) | (c[80]) | (d[O]) > |
< 3 @ (a0]) | (b[0]) | (c[O]) | (d[8O]) > | 'a/b/’c,d
@ 5.0313233386068514e+3]

Fig. 3. Result for the Collective Sorting simulation

0.9 ; .
Tuple gpace 1 —
Tuple Space 2 -

08 k‘&, Tuple Space 3

0.7 Mot Tuple Space

Number of Tuples
Entropy

0 1000 2000 3000 4000 5000
Time H i . i
Tuple Template 1 ——— Tuple Template 3 - 0 1000 2000 ) 8000 4000 5000
Tuple Template 2 =w-wss-=s- Tuple Template 4 Time

Fig. 5. Dynamic of tuple spac®: notice that only one kind of tuple Fig. 6. Entropy of tuple spaces: they all eventually re@gcthat is, complete
aggregates here. order.

In order to adapt the agents rate we need a measure ﬂ[j it is easy to notice that< H,; < log, k. We want to
order. as already stated in Section Ill, spatial entropy may Qpress now the entropy asgocié]tea \fvith 52:1 single tuple space
an effective measure for system order. If we denote wijth
the amount of tuples of the kinél within the tuple spacg, .

n; the total number of tuples within the tuple spaceandk H. — > i1 Hij ©)
the number of tuple kinds, then, the entropy associated with I log, k

the tuple kind: within the tuple spacg is

n; where the division bylog, & is introduced in order to obtain

H;; = % log, — (2)
n; Qi 0 < H; < 1. If we havet tuple spaces then the entropy of the
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system is
t

Tupie Space

1 ;
= ; ZH] (4) 0.8 k& Tuple Space ;—
7j=1 % Tuple Space 3
0.7 ,; Tuple Space 4
where the division byt is used to normalizeH, so that . ;
0 < H < 1. Beingt the number of tuple spaces then it also o
Q2  o.5
represents the number of agents: let each agent work at rate ¢
H;r, andtr be the maximum rate allocated to the sorting task. & o
If we want to adapt the working rates of agents we have to 03 [
scale their rate by the total system entropy, since 02l
t ¢ 1 0.1
Yy rHi=tr=9= ——— = — (5) ‘ - :
j; ! Z§:1 H] H ’ 0 1000 2000 3000 4000 5000

Time

hence each agent will work at rafé’-i where H; and H are
computed periodically.

In order to modify the Collective Sorting model of FigureFig. 7. Entropy of tuple spaces in the variable rate case: the system reaches
2, we replaced the constant agents rate of the first four actf§f complete order since st&00.
(refer to Section IV-B) with the Equation 3 : hence, the activity
rate of the tuple spacgbecomesH; instead 0f0.25 . Using
load balancingwe introduceddynamisnin our model: indeed o ‘ ‘ ‘ ‘
in each simulation step the activity rate associated with a tuple e Rate
space—i.e. the probability at a given step that an agent of the . 1
tuple space is working—is no longer fixed, but it depends L
on the entropy of the tuple space itself. Hence, as explained
above, agents belonging to completely ordered tuple spaces
can consider their goal as being achieved, and hence they I
no longer execute tasks. Moreover, this strategy guarantees a e
better efficiency in the load balancing of agents work: agents 0.2 f ",
working on tuple spaces with higher entropy, have a greater |
activity rate than the others on more ordered tuple spaces. ' }

Using the Collective Sorting specification with variable 0
rates, we ran the same simulation of the Section IV-C: the chart
of Figure 7 shows the trend of the entropy of each tuple space.
Comparing the chart with the one in Figure 6, we can observe
that the entropies readh faster than the case with constant. . . .

. . o g. 8. Comparison of global entropy in the case of constant and variable

rates: indeed since ste&§f)00 every entropy within the chart rate: the latter reaches the complete order quicker.
in Figure 7 isO, while with constant rates the same result is
reached only afte4600 steps. The chart in Figure 8 compares
the tendency of the global entropy (see Equation 5) in the casg |n the context of collective sorting, we plan to evaluate
of constant and variable rates: the trend of the two entropies other load-balancing approaches, optimising the conver-
represents a further proof that variable rates guarantee a faster gence to Comp|ete order, and Working with different

Entropy

0 1000 2000 3000 4000 5000

stabilization of the system, i.e. its complete order. combinations of the number of tuple spaces and tuple
kinds.
V. CONCLUSION AND FUTURE WORKS « The library itself is currently a very simple prototype,

In this article we argued about the necessity of consider- but we believe it could be improved in several ways and
ing stochastic aspects when designing emergent coordination become a very practical simulation tool.
mechanisms: this issue is both emerging in few proposals® Another interesting idea would be to apply our library to
of new coordination models and in related research contexts. SOMe existing coordination models like SwarmLinda, and

We evaluated these ideas by using theUdE library we provide the necessary tests for the proposed algorithms.
developed, considering and simulating a typical scenario of
swarm-like coordination, the collective sorting problem, which REFERENCES

we believe is a very paradigmatic application of emergen[tl] E Bonab M. Dori 4 G. Theraulgwarm Intell .
. . . . . . bonabeau, . borigo, an . erau yarm Intelligence: From
coordination because of its basic formulation. Natural to Artificial Systemsser. Santa Fe Institute Studies in the

Several interesting future works can be pursued: Sciences of Complexity. Oxford University Press, Inc., 1999.
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Abstract— Minority Game is receiving an increasing interest
because it models emergent properties of complex systems in-
cluding rational entities, such as for instance the evolution of
financial markets. As such, Minority Game provides for a simple
yet stimulating scenario for system simulation.

In this paper, we aim at presenting a logic approach to the
Minority Game whose goal is to overcome the well-known limits
of the equation model in the verification of the system behaviour.
We realise the social system simulation using a novel MAS meta-
model based on agents and artifacts, where the agent rationality
is obtained using a BDI architecture.

To this end, we adopt the TUCSON infrastructure for agent
coordination, and its logic-based tuple centre abstractions as
artifact representatives. By implementing Minority Game over
TuCSoN, we show some of the benefits of the artifact model in
terms of flexibility and controllability of the simulation.

A number of parameters can affect the behaviour of Minority
Game simulation: such parameters are explicitly represented in
the coordination artifact, so that they can be tuned up during the
simulation. In particular, experiments are shown where memory
size and number of wrong moves are adopted as the tuning
parameters.

I. INTRODUCTION

Minority Game (MG) is a mathematical model that takes
inspiration from the “El Farol Bar” problem introduced by
Brian Arthur (1). It is based on a simple scenario where at each
step a set of agents perform a boolean vote which conceptually
splits them in two classes: the agents in the smaller class win.
In this game, a rational agent keeps track of previous votes
and victories, and has the goal of winning throughout the steps
of the game—for which a rational strategy has to be figured
out. Several researches showed that, although very simple, this
model takes into account crucial aspects of some interesting
complex systems coupling rationality with emergence: e.g.
bounded rationality, heterogeneity, competition for limited re-
sources, and so on. For instance, MG is a good model to study
market fluctuation, as an emergent property resulting from
interactions propagating from micro scale (agent interaction)
to macro scale (collective behaviour).

As showed by (2), a multiagent system (MAS) can be used
to realise a MG simulation—there, BDI agents provide for
rationality and planning. An agent-based simulation is partic-
ularly useful when the simulated systems include autonomous
entities that are diverse, thus making it difficult to exploit the
traditional framework of mathematical equations.

The Minority Game is a social simulation that aims at
reproducing a simplified human social scenario. A (human)

society is composed by different kinds of people with different
behaviours, and its composition affects the progress of the
game. In principle, a logic-based approach based on BDI agent
makes it easier to explicitly model a variety of diverse social
behaviours. Also, in this scenario, argumentation theory (3) is
useful to model the information exchange and sharing between
humans/agents so as to improve the agent reasoning abilities,
as well as to provide a more realistic simulation of a society.

In this paper we proceed along this direction, and adopt a
novel MAS meta-model based on the notion of artifact (4).
The notion of artifact is inspired by Activity Theory (5): it
represents those abstractions living in the MAS environment
that provide a function, which agents can exploit to achieve in-
dividual and social goals. The engineering principles promoted
by this meta-model makes it possible to flexibly balance the
computational burden of the whole system between autonomy
of the agents and the designed behaviour of artifacts.

In order to implement MG simulations we adopt the
TuCSoN infrastructure for agent coordination (6), which in-
troduces tuple centres as artifact representatives. A tuple centre
is a programmable coordination medium living in the MAS
environment, used by agents interacting by exchanging tuples
(logic tuples in the case of TUCSON logic tuple centres). As
we are not concerned much with the mere issues of agent
intelligence, we rely here on a weak form of rationality,
through logic-based agents adopting pre-compiled plans called
operating instructions (7).

By implementing MG over TUCSON, we can experiment
with flexibility and controllability of the artifact model, and
see if and how they apply to the simulation — in particular,
artifacts allow for a greater level of controllability with respect
to agents. To this end, in this paper we show how the model
allows some coordination parameters to be changed during the
run of a simulation with no need to stop the agents: this can
be useful e.g. to change the point of equilibrium, controlling
the collective behaviour resulting by interactions propagated
from the entities at the micro level.

The remainder of this paper is organised as follows. First,
we introduce the general simulation framework based on
agents and artifacts. Then, we provide the reader with some
relevant details of the Minority Game. Some quantitative
results of MG simulation focussing on system dynamics and
run-time changes are presented, just before final remarks.
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Fig. 1. TuCSoN Simulation Framework for MG

II. THE TuUCSoN FRAMEWORK FOR SIMULATION

The architecture proposed for MAS simulation is based on
TuCSoN (6), which is an infrastructure for the coordination of
MASs. TuCSoN provides agents with an environment made
of logic tuple centres, which are logic-based programmable
tuple spaces. The language used to program the coordination
behaviour of tuple centres is ReSpecT, which specifies how
a tuple centre has to react to an observable event (e.g. when
a new tuple is inserted) and has to accordingly change the
tuple-set state (8). Tuple centres are a possible incarnation of
the coordination artifact notion (9), representing a device that
persists independently of agent life-cycle and provides services
to let agents participate to social activities.

In our simulation framework we adopt logic-based agents,
namely, agents built using a logic programming style, keeping
a knowledge base (KB) of facts and acting according to
some rule—rules and facts thus forming a logic theory. The
implementation is based on tuProlog technology' for Java-
Prolog integration, and relies on its inference capabilities for
agent rationality. Agents roughly follow the BDI architecture
(as showed in Figure 2), as the KB models agent beliefs while
rules model agent intentions.

To coordinate agents we take inspiration from natural sys-
tems like ant-colonies, where coordination is achieved through
the mediation of the environment: our objective is to have a
possibly large and dynamic set of agents which coordinate
each other through the environment while bringing about their
goals.

Externally, we can observe overall system parameters by
inspecting the environment, namely, the tuple centres agents
interact with. In this way we can try different system be-
haviours changing only the coordination behaviour of the en-
vironment. Furthermore we can change, during the simulation,
some coordination parameters (expressed as tuples in a tuple
centre), programming and then observing the transition of the
whole system either to a new point of equilibrium or to a
divergence.

Three kinds of agents are used in our simulation: player
agents, monitor agents and tuning agents (as depicted in

http://tuprolog.alice.unibo.it

Figure 1): all the agents share the same coordination artifact.
The agent types differ because of their role and behaviour:
player agents play MG, the monitor agent is an observer
of interactions which visualises the progress of the system,
the tuning agent can change some rules or parameters of
coordination, and drives the simulation to new states. Note
that the main advantage of allowing a dynamic tuning of
parameters instead of running different simulations lays in
the possibility of tackling emergent aspects which would not
necessarily appear in new runs.

The main control loop of a player agent is a sequence of
actions: observing the world (perception), updating its KB
(effects), scheduling next intention (precondition), elaborating
and executing a plan (action). This structure is depicted in
Figure 2. Moreover, in order to connect agent mental states
with interactions, we use the concept of action preconditions
and perception effects as usual.

III. MINORITY GAME

MG was introduced and first studied by (10), as a means
to evaluate a simple model where agents compete through
adaptation for finite resources. MG is a mathematical rep-
resentation from °‘El Farol Bar’ problem introduced by (1),
providing an example of inductive reasoning in scenarios of
bounded rationality. The game consists in an odd number N of
agents: at each discrete time step ¢ of the game an agent 7 takes
an action a;(t), either 1 or —1. Agents taking the minority
action win, whereas the majority looses. After a round, the
total action result is calculated as:

N
AW =Y ailt)

In order to take decisions agents adopt strategies. A strategy
is a choosing device that takes as input the last m winning
results, and provides the action (1 or —1) to perform in the
next time step. The parameter m is the size of the memory
of the past results (in bits), and 2™ is therefore the potential
past history that defines the number of possible entries for a
strategy.

The typical strategy implementation is as follows. Each
agent carries a sequence of 2™ actions, called a strategy, e.g.

4

: ffects
Beliefs

Desires
Intentions

Preconditions

Action| | Perception

e
e
e

vee [,

Fig. 2. Agent Architecture
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Fig. 3. Typical Time evolution of the Original MG with N =51, m =5
and s = 2

m = 3 23actions = [+1,+1,—1,—1,+1,—1,+1,+1]. The
information on past m wins is stored considering the success
of — group if A(t) > 0 or + group if A(t) < 0. Such a
past history is mapped on the natural number that results by
considering — as 0 and + as 1. Such a number is used as
position in the sequence of the next action to take: for instance,
if [, +, —] is the past winning group, we read it as 010 (that
is, 2), and accordingly pick the decision in position 2 inside
[+1,+1,—-1,—1,41,—1,+1,+1], that is —1.

Each agent actually carries a number s > 2 of strategies.
During the game the agent evaluates all its strategies according
to their success, and hence at each step it decides based on
the most successfull strategy so far. Figure 3 shows a typical
evolution of the game.

One of the most important applications of MG is in the
market models: (11) use MG as a coarse-grained model for
financial markets to study their fluctuation phenomena and
statistical properties. Even though the model is coarse-grained
and provides an over-simplified micro-scale description, it any-
way captures the most relevant features of system interaction,
and generates collective properties that are quite similar to
those of the real system.

Another point of view, presented e.g. by (12), considers the
MG as a point in space of a Resource Allocation Game (RAG).
In this work a generalisation of MG is presented that relaxes
the constraints on the number of resources, studying how the
system behaves within a given range.

A. MG Logic-Based Approach

MG can be considered a social simulation that aims to
reproduce a simplified human scenario. Each (human) agent,
in this scenario, must do a choice under the minority global
rule. In order to study the system composed by different
kinds of players with different behaviours, we here adopt
a logic-based approach to build the players. In this way,
it is possible to observe particular social behaviours which
would otherwise remain hidden in the approximation of the
mathematical model.

A more recent paper (2) observes that MG players could be
naturally modelled as agents with a full BDI model, and adopts
a new adaptive stochastic MG with dynamically evolving
strategies in the simulation. We can then apply our simulation
framework, with Logic Agents and Coordination Artifacts,

2,00
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0,75
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Fig. 4. Variance of the Game with 11 Random Agents

to test the MG from a logic-based point of view, and to
experiment with some dynamic tuning strategy.

The next step is to consider players as in an argumenta-
tion scenario (3), where agents have the ability to exchange
arguments with the purpose to make their own choice or to
persuade others to change theirs.

B. MG Performance

In order to track the performance of an MG system,

the most interesting quantity is variance, defined as o2 =

[A(t) — A(t)]?: it shows the variability of the bets around the
average value A(¢). In particular, the normalised version of
variance p = 0 /N is considered.

Generally speaking, variance is the inverse of global ef-
ficiency: as variance decreases agent coordination improves,
making more agents winning. Variance is interestingly affected
by the parameters of the model, such as number of agents (NV),
memory (m) and number of strategies (s): in particular, the
fluctuation of variance is shown to depend only on the ratio
a = 2™ /N between agent memory and the number N of
agents.

For large values of a—the number of agents is small with
respect to the number of possible histories—the outcomes are
seemingly random: the reason for this is that the information
that agents observe about the past history is too complex for
their limited processing analysis.

When new agents are added, fluctuation decreases and
agents perform better by choosing randomly, in this case p = 1
and o =~ 1/2, as visible in the results of our simulation in
Figure 4—the game enters into a regime where the loosing
group is close to N/2, hence we might say coordination is
performing well.

If the number of agents increase further, fluctuations rapidly
increase beyond the level of random agents and the game
enters into the crowded regime. With a low value of « the
value of 02 /N is very large: it scales like 02 /N ~ o~ 1.

The results of other observations suggest that the behaviour
of MG can be classified in two phases: an information-rich
asymmetric phase, and an unpredictable or symmetric phase.
A phase transition is located where o2 /N attains its minimum
(ae = 1/2), and it separates the symmetric phase with o <
from an asymmetric phase with o > a.

All these cases have been observed with the TuCSoN
simulation framework described in next section.
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IV. THE SIMULATION FRAMEWORK

The construction of MG simulations with MASs is based
on the TUCSON framework and on tuProlog as an inferential
engine to program logic agents. The main innovative aspect
of this MG simulation is the possibility of studying the
evolution of the system with particular and different kinds of
agent behaviour at the micro level, imposed as coordination
parameters which are changed on-the-fly.

A. Operating Instructions

Each agent has an internal plan, structured as an algebraic
composition of allowed actions (with their preconditions) and
perceptions (with their effects), that enables the agent to use
the coordination artifact to play the MG. This plan can be
seen as Operating Instructions (7), a formal description based
on Labelled Transition Systems (LTS) that the agent reads to
understand what its step-by-step behaviour should be. Through
an inference process, the agent accordingly chooses the next
action to execute, thus performing the cycle described in
Section II.

Operating instructions are expressed by the following the-
ory:

pre=Preconditions

eff=Effects

act=Action

per=Perception

firststate (agent (first, []1)) .

definitions ([

def (first, [1,...),

%$definition of the main control loop

def (main, [S],
[act (out (play (X)) ,pre(choice(S,X))),
per (in(result (Y)),eff(res(Y))),
agent (main, [S]) ]

o0 o o

o

)’
1.

The first part of operating instructions is expressed by
term first, where the agent reads the game parameters that
are stored in the KB, and randomly creates its own set of
strategies.

In the successive part main, the agent executes its main
cycle. It first puts tuple play (X) in the tuple space, where
X = =1 is agent vote. The precondition of this action
choice (S,X) is used to bind in the KB X with the
value currently chosen by the agent according to strategy S.
Then, the agent gets the whole result of the game in tuple
result (Y) and applies it to its KB. After this perception,
the cycle is iterated again.

B. Tuple Centre Behaviour

The interaction protocol between agents and the coordina-
tion artifact is then simply structured as follows. First each
agent puts the tuple for its vote. When the tuples for all agents
have been received, the tuple centre checks them, computes the
result of the game—either 1 or —1 is winning—and prepares
a result tuple to be read by agents.

The ReSpecT program for this behaviour is loaded in the
tuple centre by a configuration agent at bootstrap, through

operation set_spec (). The following ReSpecT reaction
is fired when an agent inserts tuple play (X), and triggers
the whole behaviour:

reaction (out (play (X)), (
$read the last value of count
in_r (count (Y)),
7 is Y+1,
%$calculate the partial result
in_r (sum(M)),
V is M+X,
out_r (sum(V)),
%$store the new value of count
out_r (count (Z2))
$this action will be catch

)) .

This reaction considers the bet (X), counts the bets (Z),
and computes the partial result of the game (V). When
all the agents have played, the artifact produces the tuple
winner (Result, Turn, NumberOfLoss, MemorySize, last/more)
which is the main tuple of MG coordination.

reaction (out_r (count (X)), (

%check if all agents have already played

rd_r (numag (Num) ) ,

X=:=Num,

in_r (totcount (T))

Turn is T+1,

rd_r (game (G) ),

$read the result of the game

in_r (sum(Result)),

%$reset the sum value

out_r (sum(0)),

rd_r (countsession(CS)),

in_r (count (Y)),

$reset the count value

out_r (count (0)),

%calculate variance

in_r(gsum(SQ)),

NSQ is ResultxResult+SQ,

out_r (gsum(NSQ) ),

%calculate mean

in_r (totsum(R)),

NewS is R+Result,

out_r (totsum(NewsS) ),

rd_r (numloss (NumberOfLoss)),

rd_r (mem (MemorySize)),

% put out the tuple with the result
out_r (winner (Result, Turn, NumberOfLoss,
MemorySize,G)),
out_r (totcount (Turn))

B SR

MinorityGame
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The winner tuple contains the result of the game
(Result), the number of steps (Turn), two tuning parame-
ters (NumberOfLoss and MemorySize) and one constant
to communicate agents whether they have to stop or to play
further (Last /more). Figure 5 reports the graphical interface
of the monitor agent that during its life-time reads the tuple
winner and draws variance.

C. Tuning the Simulation

In classical MG simulation there are a number of parameters
that can affect the system behaviour, which are explicitly
represented in the tuple centre in form of tuples: the number of
agents numag (X) , memory size mem (X), and the number of
strategies numstr (X) . In our framework, we have introduced
as a further parameter the number of wrong moves after
which the single agent should be recalculate own strategy,
represented as a tuple numloss (X). Such a threshold is
seemingly useful to break the symmetry in the strategy space
when the system is in a pathological state, i.e., when all
agents have the same behaviour and the game oscillates from
minimum to maximum value.

In our framework, it is possible to explore the possibility
to dynamically tune up the coordination rules by changing
numloss and mem coordination parameters, which are stored
as tuples in the coordination artifact. The simulation architec-
ture built in this way, in fact, allows for on-the-fly change of
some game configuration parameters—such as the dimension
of agent memory—with no need to stop the simulation and
re-program the agents.

By changing the parameters, the tuning agent can drive the
system from an equilibrium state to another, by controlling
agent strategies, the dimension of memory, or the number of
losses that an agent can accept before discarding a strategy.
This agent observes system variance, and decides whether and
how to change tuning parameters: reference variance is calcu-
lated by first making agents playing the game randomly—
see Figure 4. The new value of parameters is stored in
tuple centre through tuples numloss (NumberOfLoss) and
mem (MemorySize), the rules of coordination react and
update the information that will be read by the agents.
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Fig. 7.

D. Simulation Results

The result of the tuned simulation in Figures 6 and 7 shows
how the system changes its equilibrium state and achieves
a better value of variance.” In this simulation the tuning
agent is played by a human that observes the evolution of
the system and acts through the tuning interface to change
the coordination parameters, such as threshold of losses and
memory, hopefully finding new and better configurations. The
introduction of the threshold of losses in the agent behaviour
is useful when the game is played by few agents: these param-
eters enable system evolution and a better agent cooperative
behaviour.

V. CONCLUSION

In this paper, we aim at introducing new perspectives on
agent-based simulation by adopting a novel MAS meta-model
based on agents and artifacts, and by applying it to Minority
Game simulation. We implement and study MG over the
TuCSoN coordination infrastructure, and show some benefits
of the artifact model in terms of flexibility and controllability
of the simulation. In particular, in this work we focus on the
possibility to build a feedback loop on the rules of coordination
driving a system to a new and better equilibrium state. Many
related agent simulation tools actually exist: as this paper is a
starting point, we plan to perform a systematic comparison
of their expressiveness and features. In the future, we are
interested in constructing an intelligent and adaptive tuning
agent with a BDI architecture, substituting the human agent
in driving the evolution over time of the system behaviour.
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’In Figure 6, the first phase of equilibrium is followed by a second one
obtained by changing the threshold parameter S = 5. Finally, a third phase
is obtained changing the dimension of the memory to m = 5.
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Abstract— The representation of goals and the ability to reason (or goals) are treated as event types (such as in Agent3peak(
about them play an important role in goal-oriented requirements  [7]) or procedures (such as in 3APL [8]) and intentions are
analysis and modelling techniques, especially in agentiented  oyacuting plans. Therefore the deliberation process arsshgie

software engineering. Moreover goals are more useful and able d . t well ted bei itted t
abstractions than others (e.g. user stories) in the analysiand ends reasoning ar€ not well separated, as being committed to

design of software applications. Thus, the PRACTIONIST frane-  @n intention (ends) is the same as executing a plan (means).
work supports a goal-oriented approach for developing agen Moreover, some available BDI agent platforms do not
systems according to the Belief-Desire-Intention (BDI) mdel.  support the explicit representation and implementatiogoafis

In this paper we describe the goal model of PRACTIONIST - yegjres with their properties and relations, but they with

agents, in terms of the general structure and the relations mong th . dural and t-based fashi A It
goals. Furthermore we show how PRACTIONIST agents use em In a procedural and event-based fashion. AS a resul,

their goal model to reason about goals during their deliberion ~ While such an explicit representation of goals provide uisef
process and means-ends reasoning as well as while perforrgin and stable abstractions when analysing and designing -agent

their activities. based systems, there is a gap between the products of those
phases and what development frameworks support.

According to Winikoff et al. [4], "by omitting the declarag

With the increasing management complexity and maimspect of goals the ability to reason about goals is lost"aiVh
tenance cost of advanced information systems, attentionisnactually lost is the ability t&knowif goals are impossible,
recent years has fallen on self-* systems and particulamly achieved, incompatible with other goals, and so forth. Tiis
the autonomic computing approach and autonomic systemstim can support theommitment strategiesf agents and their
[1] authors argue that adopting a design approach that stgppability to autonomously drop, reconsider, replace or persu
the definition of a space of possible behaviours related o thoals.
same function is one of the ways to make a system autonomicHowever, some other BDI agent platforms deal with declar-
Then the system should be able to select at runtime the bative goals. Indeed, in JADEX goals are explicitly repreedn
behaviour on the basis of the current situation. Goals can #ecording to a generic model, enabling the agents to handle
used as an abstraction to model the functions around whitieir life cycle and reasoning about them [9]. Nevertheldss
the systems can autonomously select the proper behavioumodel defined in JADEX does not deal with relations among

In this view, the explicit representation of goals and thgoals.
ability to reason about them play an important role in sdvera The PRACTIONIST framework [10] adopts a goal-oriented
requirements analysis and modelling techniques, especialpproach to develop BDI agents and stresses the separation
when adopting the agent-oriented paradigm. between the deliberation process and the means-ends feason

In this area, one of the most popular and successful agérd, with the abstraction of goal used to formally define both
models is the BDI [2], which derives from the philosophicallesires and intentions during the deliberation phase.elide
tradition of practical reasoning first developed by BratrigZin in PRACTIONIST a goal is considered as an analysis, design,
It states that agents decide, moment by moment, which acti@nd implementation abstraction compliant to the semantics
to perform in order to pursue their goals. Practical reagpnidescribed in this paper. In other words, PRACTIONIST agents
involves a deliberation process, to decide what statesfafsf can be programmed in terms of goals, which then will be
to achieve, and a means-ends reasoning, to decide howdlated to either desires or intentions according to whethe
achieve them. some specific conditions are satisfied or not.

Nevertheless there is a gap between BDI theories andAfter a brief overview of the general structure of PRAC-
several implementation [4]. Indeed, most of existing BDéaig TIONIST agents and their execution model (section Il), this
platforms (e.g. JACK [5], JAM [6]) generally use goals iresde paper addresses the definition of the goal model (sectign 1lI
of desires. Moreover, the actual implementations of mentdle also describe how PRACTIONIST agents are able to
states differ somewhat from their original semantics: @ssi reason about available goals according to their goal model,

|. INTRODUCTION
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current beliefs, desires, and intentions (see section A). Each agent may own a declared set of plans (bken
aforementioned issues and the proposed model are fuleimplibrary), each specifying the course of acts the agent will
mented in the PRACTIONIST framework and available wheandertake in order to pursue its intentions, or to handle
developing applications by using the goal-oriented apgroaincoming perceptions, or to react to changes of its beliefs.
and the concepts described in this paper (section V). inall PRACTIONIST plans have a set of slots that are used
in section VI we present a simple example that illustrates tly agents during the means-ends reasoning and the actual

definition and the usage of goals and their relations. execution of agent activities. Some of these slots are: the
trigger event, which defines the event (i.e. goals, peroapti
Il. PRACTIONIST AGENTS and belief updating) each plan is supposed to handle; the

The PRACTIONIST framework aims at supporting the procontext, a set of condition that must hold before the plan can
grammer in developing BDI agents and is built on top of JADEEe actually performed; the body, which includes the acts the
[11], a widespread platform that implements the Fiiec- agent performs during the execution of the plan.
ifications. Therefore, our agents are deployed within JADE Through their perceptors, agents search for stimuli (jgerce
containers and their main cycle is implemented by means ins) from the environment and transform them into (exagrn

a JADE cyclic behaviour. events which in turn are put into thé&event Queugfigure
A PRACTIONIST agent is a software component endowel)- Such a queue also contains internal events, which are
with the following elements: generated when either an agent is committed to a goal or there

is some belief updates. The former type of internal events is

« a set ofperceptionsand the correspondingerceptorghat ) X ; X
particularly important in PRACTIONIST agents, as desatibe

listen to some relevant external stimuli;

o a set ofbeliefs representing the information the agenitn ;r;]e follqwing IsethionliRACTIONIST is imol d
has got about both its internal state and the external 1€ main cycie of a . "?‘ge”t 'S Imp emente
environment: within a cyclic behaviour, which consists of the following

« a set ofgoalsthe agent wishes or wants to pursue. The?feps'_ _
represent some states of affairs to bring about or activitie 1) it Selects and extracts an event from the queue, according
to perform and will be related to either its desires or _ (O @ Properevent Selectiomogic; .
intentions (see below); 2) it handles the selected event through the following

. a set ofgoal relationsthe agent uses during the deliber- means-ends reasonirgocess: (i) the agent figures out

ation process and means-ends reasoning; the practical plans, which are those plans whose trigger
. aset ofplansthat are the means to achieve its intentions; ~ €Vent matches the selected eve@pfons in figure
. a set ofactionsthe agent can perform to act over its ~ 1); (i) among practical plans, the agent detects the
environment: and applicable ones, which are those plan whose context

is believed true, and selects one of thema{n plan;

(iii) it builds the intended meanavhich will contain the
main plan and other alternative practical plans. In case
of goal event updates the corresponding intended means
stack; otherwise it creates a new intended means stack.

« a set ofeffectorsthat actually execute the actions.

Beliefs, plans, and the execution model are briefly desdribe
in this section, while goals are the subject of this paperaaed
presented in the following sections. However, for a dedhile

description of the structure of PRACTIONIST agents, the .

reader should refer to [10]. It should be noted that every intended means stack can
The BDI model refers to beliefs instead of knowledge a{:sontain several intended means, each able to handle a given

beliefs are not necessarily true, whileowledgeusually refers event, possibly through several alternative means.

. . . . Moreover all intended means stacks are concurrently exe-
to something that is true [12]. According to this, an ageny ma : : . o
i . ! , cuted, in order to provide the agents with the capability of
believe true something that is false from the other agents’ ¢

the designer’s point of view, but the idea is just to provide t performing several activities (perhaps referring to klaor
agents with a subjective Wi,ndow over the world non-related objectives) in parallel. When executing edabks

Therefore each PRACTIONIST agent is endowed with Fhe top level intended means is in turn executed, by perfogmi

. . its_main plan. If it fails for some reason, one of alternative
prolog belief base, where beliefs are asserted, removed, Pns is then performed, until the correspondin endstgela
entailed through inference on the basis of KD45 modal lo P ' P 9

?fg the triggering event) is achieved
rules [12] and user-defined formulas. Currently the PRAC- ggering '

TIONIST framevork supports two prolog engines, ie. SWig, /9 (15 SR2Ciin 2L & P2 SEm, 200 o0 JE B
Prolog® and one that was derived from TuProfog : g 9

or to perform some actiomddingor removingbeliefs,sending

In the PRACTIONIST framework plans represent an MPORc messages, and so forth. Particularly, desiring to pairsu

g’;n:l CGC):ttsalner in which developers define the actual bei‘ﬁaw% goal triggers a deliberation/filtering process, in whibke t
9 ' agent figures out whether that goal must be actually pursued
Lhittp:/fwww.fipa.org or not, on the _baS|s of the_ goal model declared fo_r that agent.
2http:/fwww.swi-prolog.org The interaction among intended means belonging to differ-
Shttp://tuprolog.alice.unibo.it ent stacks can occur at a goal level, since each plan coutd wai
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Fig. 1. PRACTIONIST Agent Architecture

for the success/failure of some goal that the agent is pugsui Definition 2 A goal g; entailsa goalg, or equivalentlyg.
through another intended means. is entailed byg; (g1 — g¢2) if and only if wheng; succeeds,

. GOAL MODEL then alsog, succeeds.

In the PRACTIONIST framework, a goal is an objective pafinition 3 A goal ¢ is a preconditionof a goal go
to pursue and we use it as a mean to transform desires i@? — go) if and only if g must succeed in order to be
intentions through the satisfaction of some propertiestler possible to pursues.
words, our agents are programmed in terms of goals, which
then will be related to either desires or intentions acaaydi
to whether some specific conditions are satisfied or not.

Formally, a PRACTIONISTgoal g is defined as follows:

g = (og, 7Tg> 1)

Definition 4 A goal g; dependson a goalgs (g1 — go) if
and only if go is precondition ofy; andg, must be successful
while pursuingg;.

Therefore the dependence is a stronger form of precondition
Both definitions let us specify that some goals must be
; > = . ) successful before (and during, in case of dependency) ipigrsu
« m is the possibility _condltlon of the goalg stating g,me other goals (refer to section IV for more details).

whetherg can be achieved or not. Now, given a setG of goals and based on the above

Since we consider such elements as local properties Qffinitions, it is also possible to define some relations
goals, in the PRACTIONIST framework we defined them asetween those goals.

operations that have to be implemented for each kind of goal

(figure 3). Definition 5 The inconsistencyl’ C G x G is a binary

In order to describe the goal model, we first provide somgmmetric relation on G, defining goals that are inconssten
definitions about the properties of goals. with each other. Formally.

where:
e 0, is thesuccess conditionf the goalg;

Definition 1 A goal g; is inconsistentwith a goal g-

I'= 1594 ',':17...,G : 1J_ . 2
(g1 Lgs) if and only if wheng; succeeds, thep, fails. {(gi:95) 3.3 Gl = gitaild 2

When two goals are inconsistent with each other, it might
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be useful to specify that one is preferred to the other. We a goal, an agent can just relate it tadesire which it is
denote thay; is preferred tog; with g; > g;. not committed to because of several possible reasons {e.g. i
believes that the goal is not possible). On the other hand, a
Definition 6 The relation of preference’ C I defines the goal can be related to @ntention that is the agent is actually

pair of goals(g;, g;) whereg; Lg; andg; > g;. Formally, and actively committed to pursue it.
Let GM = (G, T, I, £, TI, A) be agoal modelof a
I'"={(g9i,9;) €T :9; = g5} (3) PRACTIONIST agentx and, at a given time(7’ C G be the

. . . .. set of its active goals, which are those goals that the agent i
Therefore if there is no preference between two 'nconS]Steaﬂready committed to
goals, the C(_Jrrespondmg pair does not belong to _theret Suppose that starts its deliberation process and generates
Moreqver, since several goals can be pursued in pgral e goalg = (0,, 7,) as an option. Therefore the agent would
there 'S no nefed to prefr(]er sr?me goal to another goal if thﬁk’e to commit tog, that is itsdesireis to bring about the goal
are not inconsistent each other. g. However, since an agent will not be able to achieve all its

i . _ . . desires, it performs the following process in the contextof
Dgf'g't']?n_ ! Thﬁ_ err:tallmlenEtg_lG :;\G IS a Iblnlc’;lry relﬁtlon deliberation phase (figure 2): the agent checks if it befieve
on &, defining which goals entail other goais. Formally, ¢ the goaly is possibleand notinconsistentisee definition
- o al 1) with active goals (belonging t6”).
==1{(gi,95) 1.3=1-IG| : gi = g5} ) "if both conditions hold the desire to pursuewill be
Definition 8 The precondition sell C G x G is a binary promoted to arintention Otherwise, in case of inconsistency

relation on G, defining which goals are precondition of othé@&mongg and some active goals, the desire to purgueill

goals. Formally, become an intention only § is preferred to such inconsistent
goals, which will in turn be dropped.
= {(gig;) 5j=1,..,|G| : gi— g;}. (5) In any case, if the desire to pursyeis promoted to an

intention before starting the means-ends reasoning, the agent
Definition 9 The dependenca C Gx G is abinary relation , checks if it believes that the gogl succeedsthat is, if it
on G, defining which goals depend on other goals. Formallyelieves that the success conditien holds) or whether the
goal g is entailed (see definition 2) by some of the current
A={(g9i95) i,7=1,...,IG|] : gi — g;}. (6) active goals. In case of both above conditions do not hold,

Finally, on the basis of the above properties and relatioffte agent will perform the means-ends reasoning, by either

we can now define the structure of tgeal modelof PRAC- selecting a plan from a fixed plan library or dynamically
TIONIST agents as follows generating a plan and finally executing it (details on this

means-ends reasoning can be found in [10]).

GM = (G, T, T, 5, I, A) @) Indeed, if th_e goad succeeds or is eqtailed b_y some current
active goals (i.e. some other means is working to achieve a
where: goal that entails the goaj), there is no reason to pursue it.
« G is the set of goals the agent could pursue; Therefore, the agent does not need to make any means-ends
« T is theinconsistencyelation among goals; reasoning to figure out how to pursue the ggal
. T is thepreferencerelation among inconsistent goals; ~ Otherwise, before starting the means-ends reasoning, if
« = is theentailmentrelation among goals; some declared goals are precondition forthe agent will
« II is the preconditionrelation among goals; first desire to pursue such goals and then the goal
« A is thedependenceelation among goals. In the PRACTIONIST framework, as a default, an agent
will continue to maintain an intention until it believes tha
IV. REASONING ABOUT GOALS either such an intention has been achieved or it is no longer

In this section we show how the goal elements previoushossible to achieve the intention. This commitment strateg
defined are used by PRACTIONIST agents when reasoniimgention is calledsingle-minded commitmef3]. In order to
about goals during their deliberation process and the meapsrform such a behaviour, the agent continuously checks if i
ends reasoning. We also highlight the actual relations éetw believes that the goal has just succeeded and that the goal
them and mental attitudes, i.e. desires and intentions. g is still possible.

In PRACTIONIST agents goals and their properties are Moreover the agent checks if some dependee goal does
defined on the basis of what agents believe. Thus, an agdnt wit succeed. If so, it will desire to pursue such a goal and
believe that a goay = (0, m,4) has succeeded if it believesthen continue pursuing the gogl When all dependee goals
that its success conditiom, is true. The same holds for thesucceed, the agent resumes the execution of the plan.
other properties. In order to be able to recover froplan failuresand try

It is important to note that, in PRACTIONIST, desires andther means to achieve an intention, if the selected plds fai
intentions are mental attitudes towards goals, which are an is no longer appropriate to achieve the intention, then th
turn considered as descriptions of objectives. Thus, niefgr agent selects one of applicabddternative planswithin the
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check if the goal is
inconsistent with active goals,

check if the goal check if the goal
is possible succeeds

[ goal inconsistent AND not preferred ]

check if the goal is entailed
by some active goal

[ goal|succeeds ]

synchronize with the’
entailing goal

[goalis not possible] /" exception: the goal

cannot be pursued

[ goal is |not entailed
by any|active goal ]

check about goal
preconditions

Fig. 2. Reasoning about goals: the deliberation phase.

same intended means and executes it. for all goal relations supported by the PRACTIONIST
If none of the alternative plans was able to successfulfsamework (i.e.Ent ai | nent Rel , | nconsi st encyRel ,
pursue the goad, the agent take into consideration the goaBependencyRel , and Precondi ti onRel ) and defines
thatentail g. Thus the agent selects one of them and consideéhe operatiorveri f yRel , whose purpose is to check each
it as an option, processing it in the way described in thi&pecific relation.
section, from deliberation to means-ends reasoning. In order to exploit the features provided by the goal model
If there is no plan to pursue alternative goals, the achievend understand if a given goal the agent desires to pursue is
ment of the intention has failed, as the agent has not othgs wanconsistent with or implied by some active goals, the agent
to pursue its intention. Thus, according to agents belidts, must have information about such active goals and whether
goal waspossible but the agent was no able to pursue it (i.e¢hem are related to either desires or intentions. Thergéaeh
there are no plans). PRACTIONIST agent owns arActi veGoal sHandl er
component, which, with the aid of th@al Model , has the
V. THE SUPPORT FOR THEGOAL MODEL IN THE S . L
responsibility of keeping track of all executing intendedans
PRACTIONIST RAMEWORK . . s .
) . stacks with the corresponding waiting and executing gaads a
support for the definition/handling of agent goal models and Thys at any given time, thact i veGoal sHandl er is

fulfilled the following requirements: them to active goals.

« registration of the goals that each agent could try to
pursue during his life cycle; VI. AN EXAMPLE

« registration of the relations among such goals; In this section we present the Tileworld example to illustra

« checking whether two goals are inconsistent and whi¢fow to use the goal model presented in this paper and the
the preferred one is (if any); support provided by the PRACTIONIST framework.

« getting the list of goals that entail a given goal; The Tileworld example was initially introduced in [14] as

« getting the list of goals that are precondition of a givea system with a highly parameterized environment that could
goal; be used to investigate the reasoning in agents. The original

» getting the list of goals which a given goal depends orTileworld consists of a grid of cells on which tiles, obsex!

A proper ad-hoc search algorithm explores the goal modwid holes (of different size and point value) can exist. Each
and answers the queries, on the basis of both declared agent can move up, down left or right within the grid to pick
implicit relations. Indeed, implicit relations (espedyaincon- up and move tiles in order to fill the holes. Each hole has an
sistence and entailment) can be inferred from the semantissociated score, which is awarded to the agent that has fille
of some built-in goals, such as state goals (edqhicve(p), the hole. The main goal of the agent is to score as many points
cease(p), maintain(yp), andavoid(y), wherey is a closed as possible.
formula of FOL). Therefore, the goal reasoner takes into Tileworld simulations are dynamic and the environment
account implicit relations such aghieve(y)_Lachieve(—p), changes continually over time. Since this environment is
achieve(p) Leease(p), maintain(p)Lavoid(p), and so highly parameterized, the experimenter can alter varicis a
forth. pects of it through a set of available "knobs”, such as the

Figure 3 shows the actual structure of tlieal Model rate at which new holes appeadyfamisn), the rate at
that each agent ownsPRACTI ONI STAgent is the ab- which obstacles appeahdstility), difference in hole scores
stract class that has to be extended when developifvgriability of utility), and so forth.

PRACTIONIST agents). Such a model stores informa- Such applications, with a potentially high degree of dy-
tion about declared goals (with their internal propertiesamism, can benefit from the adoption of a goal-oriented
i.e. success and possibility condition) and the four typekesign approach, where the abstraction of goal is used to
of relations these goals are involved in. Specifically theéeclaratively represent agents’ objectives and statedfaifsa
interface Goal Rel ati on provides the super interfacethat can be dynamically achieved through some means.
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< <interface s>
GoalsRelation

+verifiesRel{goall; Goal, goal2; Goal): Goal
PRACTIONISTAGent /] R

< <interface s> < <interfaces > < <interfaces = < <interface s>
DependencyRel | |EntailmentRel | | PreconditionRel | | InconsistencyRel

goalriodel
0.* 0.* 0.* 0.*
1 goalHandler
k 0.1

ActiveGoalsHandler faoaMaodel e
+addDesire(goal: Goal): boolean . 1
+addIntention{goal; Goal); boolean L 0. = +add(goal: Goal): hqo\ean
+addIntendedMeansStack (ims: Object, im: Object, goal: Object ) == Desire +addirel: GoaksRelation): boolean

A <<interfaces > [ g

+isImplied{goal: Goal, is; Object): Goal Goal " el TOETAIEMEtveGDals(goal: Goal): Vector
+\sInch5|sEer§(gDal:(Goal): Enulean e G a +Qe$ependdete(3cgls(‘g(ualz ﬁ}u(;a\):l)\levctcu;
+poplntendedteans (ims: Ohject, im: Chject P = - +getPreconditionGoals(goal: Goal): Vectar
+Eu?hlntendedmeans(\ms: Oljjject, im: Ollj_]ectJ goal: Ohjert) . Intention |7 applcabla) +isInconsistent (goal: Goal, activeGoal: Goal): Goal
+solvelnconsistentGoalfgoal: Goal): boolean +auccesd() +islirmpliedBy(goall: Goal, activeGoalsList: Vector): Goal

Fig. 3. The structure of the support for the goal model in tRAGTIONIST framework.

Figure 4 shows the Tileworld environment, where newWML class diagram with dependencies stereotyped with the
agents can be added or removed and the corresponding meme of the goal relations. Actually some relations onlydhol
rameters can be dynamically changed. under certain condition and the diagram does not show such

In our Tileworld demonstrator two types of agents werdetails.
developed, the Tileworld Management Agent (TWMA) and According to the diagram, the TWPA has to be
the Tileworld Player Agent (TWPA): the former is the agentegistered with the TWMA before increasing its
that manages and controls the environment, by creating awbre (the goalScorePoi nts depends onthe goal
destroying tiles, holes and obstacles, according to thenpar Regi st er Wt hManager ). Moreover, in order to score
ters set by the user; the latter is the agent moving within tipeints, the TWPA has to fill as many holes as possible (the
grid and whose primary goal is to maximize its score by fillingoal Fi | | Hol e entails the goal Scor ePoi nt s). But, in
holes with tiles. A player agent does not get any notificatiaorder to fill a hole, the TWPA has to hold a tile and find a
about the environment changes (i.e. by the management)agdmile (the goalFi | | Hol e depends orthe goalHol dTi | e
but it can ask such an information (e.g. what the curreahd requires the godti | | Hol e as precondition; finally,
state of a cell is) by means of sensing actions, in order tile TWPA has to find the tile to hold it (the gaddbl dTi | e
adopt the best strategy on the basis of the current statehat the goaFi ndTi | e as a precondition).
the environment. In fact, for each state of the environmentAccording to the above-mentioned description, the follow-
(e.g., static, dynamic, very dynamic, etc.) at least aesfats ing source code from the TWPAgent class shows how goals
provided. All the strategies are implemented through ptaas and relations among them are added to the agent and thus
share the same goal and differ for their operative conditiohow to create the goal model through the PRACTIONIST
(i.e. the context). framework:

It should be noted that, since PRACTIONIST agents afotected void initialize()
endowed with the ability of dynamically building plans stag {
from a given goal and a set of available actions, some siesteg .

L - _Coal Mbdel
could be generated on-the-fly by taking into account emgrgin
situations. /| Goal declaration

The player agent has beliefs about the objects that a@n add(new RegisterWthManager ());

. L " . gm add( new Scor ePoints());
plaqed into the grid, its position, its score, the state & th g add(new Hol dTi I e());
environment, etc. gm add(new FindTile());

The TWPA top level goal is to score as many points agm add(new Fill Hol e(get Bel i ef Base()));
possible, but to do this, it has to register itself with the?™ add(new Fi ndhol e()):

manager, look for the holes and for the tiles, hold a tile, and/ rel ati ons anong goal s
fill a hole. gm add( new Dep_Scor ePoi nts_Regi st er Wt hManager ());

We designed the TWPA by adopting the goal—orientecgm :gggﬂgx Eg;-?fﬂﬁg?'enf;rg}”?;f())

approach described in this paper and directly implementegin add(new Pre_Hol dTi | e_Fi ndTil e());
its goal-related entities (i.e. goals and relations) themkne  9m add(new Pre_Fi Il Hol e_Fi ndHol e()):
support provided by the PRACTIONIST framework. In figure

5 a fragment of the goal model of the TWPA is shown as}a

gm = get Goal Model ();
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A Tile world mEx]

File Edit ?

Narme
agent_1 @fabio.

agent_3@fabio..
agent_2@fabio 7aafs
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[ 100
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1 100
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o 00 =
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1 100

Obstacles Percent: 20 %

0 50
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1 100

[Ccancer | [ e |

Log
L\uem agent_2 increases lls score 0722 |

Fig. 4. The Tileworld environment.

In order to better understand how the above-mention&dl | Hol e does not need to include the statements to desire
relations are implemented, the following source code showgher the dependee (i.¢dol dTi | €) or precondition (i.e.
the precondition relation among the goatsl dTi | e and Fi ndHol e) goals, as shown in the following code fragment.
Fi ndTi | e:

public class Pre_Hol dTile_FindTile

public class FillHol ePl an extends Coal Pl an

i npl ement s Precondi ti onRel public void body() throws Pl anExecuti onException
{
public Goal verifyRel (Goal goal 1, Goal goal 2) String posPred = "pos(obj1: X obj2: V)";
AbsPredi cate pos =
; ; : Bel i ef Base().retri eveAbsPredi cat e(
if((goall instanceof HoldTile) && get .
(goal 2 i nstanceof FindTile)) AbsPr edi cat eFact ory. creat e(posPred));
return new FindTil e; ) )
int xPos = pos.getlnteger("obj1");
return null : int yPos = pos.getlnteger("obj2");
} doAct i on(new Rel easeTi | eActi on(xPos, yPos,
} U twaSer ver . get Hol eVal ue(xPos, yPos)));

When the player agent desires to pursue a goal, it checks }
if this goal is involved in some relations and in that case
it reasons about them during the deliberation, means-ends, ] o
and intention reconsideration processes. Thus, devedapdy | "€ Tileworld domain highlights how the PRACTIONIST
need to specify goals and relations among them at the des@jtd! model is particularly adequate to model dynamic envi-
time. ronments in a very declarative manner.

As an example, when the TWPA desires to fill a hole (i.e.
Fi | | Hol e), according to the defined goal model and the VII. CONCLUSIONS AND FUTURE WORK
semantics described in section 2, the agent automaticdllly w In the PRACTIONIST framework, desires and intentions are
check if it just holds a tile (i.eHol dTi | e); if not, such a mental attitudes towards goals, which are in turn consitlere
goal will be desired. On the other hand, the agent will chees descriptions of objectives.
if it has found a hole (i.eFi ndHol e) and again, if not, it In this paper we described how a declarative representation
will desire that. of goals can support the definition of desires and intentions

Moreover, when pursuing the go&i | | Hol e, the agent PRACTIONIST agents. It also supports the detection and the
will continuously check the success of all its dependeegyoaksolution of conflicts among agents’ objectives and aatisi
(i.e. Hol dTi | e) and maintainthem in case of failure. This results in a reduction of the gap between BDI theories

It should be noted that the plan to pursue the goahd several available implementations.
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We also described how goals and relations are used by
PRACTIONIST agents during their deliberation process anle]

the execution of their activities; particularly it is deibed how

agents manages these activities by using the support for the

goal model shown in the previous sections.

It should be noted that, unlike several BDI and non-BD

3

agent platforms, the PRACTIONIST framework supports thes]
declarative definition of goals and the relations among them

as described in this paper. This provides the abilitpétieve

if goals are impossible, already achieved, incompatiblén wi
other goals, and so forth. This in turn supports¢benmitment

5

(6]

strategiesof agents and their ability to autonomously drop,m

reconsider, replace or pursue intentions related to agtiads.

The ability of PRACTIONIST agents to reason about goals
and the relations among them (as described in section 1V)
lets programmers implicitly specify several behaviours fo[g]

several circumstances, without having to explicitly codehs

behaviours, letting agents figure out the right activity to
perform on the basis of the current state and the relationsj

among its potential objectives.

Goals can be adopted throughout the whole development
process. Thus, we are defining a development methodolqgy

where goals play a central role and maintain the same seman-
tics from early requirements to the implementation phase.

As a part of our future strategy, we aims at extending ther)

proposed model with further properties of goals and retatio

among them. Finally, we aim at applying the concepts and
the model described in this paper in the development pb)

real-world applications based on BDI agents.
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