
 
 
 

Optimal Investment in Cyber Attack and Resilience: 
A Dynamic Differential Game 

 
 
 

Alexander Alexeev 
School of Public and Environmental Affairs 

Bloomington, Indiana 
 

Eric Jardine 
Assistant Professor Political Science 

 Virginia Polytechnic Institute and State University, in Blacksburg, 
Virginia 

 
Kerry Krutilla 

Associate Professor 
School of Public and Environmental Affairs 

Bloomington, Indiana  
 
 
 
 
 
 
 
 
 
 



 
 
 
 

Abstract 
 

In this article, we develop a differential game to assess optimal investment in cyber measures. 
The model is based on an augmented contest success function in which efforts to influence an 
endogenous probability of attack reflect a combination of resource commitments this period and 
the state of knowledge. The state of knowledge decays with exogenous technical advance, but 
increases as a function of resource commitments this period. The model is solved, and steady-
state solutions for optimal cyber investment as a function of changes in the models parameters 
assessed.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

 



1. Introduction 
 
It is sometimes argued that a full-blown cyberwar between state actors will not take place (Rid 
2013). However, the short history of digital engagements shows that lower-intensity 
governmental conflicts are becoming a regular occurrence (Healey 2012; Clarke and Knake 
2010; Kaplan 2016; Valeriano and Maness 2015; Stiennon 2015). Well known examples include 
the Russian distributed denial of service (DDoS) attacks on Estonia in 2007 and Georgia in 2009, 
the deployment of the US-Israeli Stuxnet virus that destroyed Iranian nuclear centrifuges at 
Natanz in 2010 (Zetter 2014), and the successful attacks on the Ukrainian power grid in 2015, 
2016, and now 2017.  
 
Moreover, while firms, particularly in the financial sector, are often the target of data breaches, 
government is the fourth most popular target, with over 20% of the data breaches recorded 
between 2005 and 2017, as well as the third highest number of compromised records, at 14%.  
Over this period, governments were breached some 743 times and had some 183,668,599 records 
compromised, according to data from Privacy Rights Clearinghouse. As was the case with the 
hack of the US Office of Personnel Management (OPM), many of these breached files include 
highly sensitive information such as social insurance numbers.   
 
Concerns about the effects of cyberattacks have stimulated governments to invest in their cyber 
arsenals. These investments have taken many forms, ranging from the highly technical to 
regulatory development, human capital generation, and diplomatic initiatives. As the recent 
Shadow Broker leaks make clear, the US government (alongside many other governments) is 
deeply involved in the purchase and retention of so-called zero-day vulnerabilities for which 
there is no technological defense (Cox 2016). The Federal Bureau of Investigation’s (FBI) 
purchase of a zero-day exploit to gain access to the iPhone of one of the San Bernardino 
terrorists is a classic example, although other US government agencies such as the DEA and, 
especially the NSA, are also deeply involved in buying up these highly valued software defect 
(Cox 2017; Hampson and Jardine 2016).    

 
The US government is also working to develop domestic regulatory frameworks to help protect 
critical national infrastructure (NIST 2017), while simultaneously investing heavily in 
infrastructure modernization through initiatives such as Information Technology Modernization 
Fund (The White House 2016). The Department of Homeland Security hosts annual 
Cybersecurity Awareness Months, with the aim of developing higher levels of human capital 
among the general population. Additionally, some governmental cybersecurity actions play out 
on the international stage, where diplomatic efforts in the United Nations Group of 
Governmental Experts (UNGGE) have led to a list of normative principles that would put a leash 
on governmental use of cyberweapons (United Nations 2015).  
 
Notwithstanding growing attention to cybersecurity concerns and increasing public resource 
commitments to offensive and defensive measures, resources are limited and government 
confront the economic challenge of balancing the gains from cyber investments against their 
opportunity costs. This trade-off has a probabilistic dimension; resource commitments in cyber 
measures do not yield certain results, and outcomes are also affected by the reaction of rivals to a 
country’s behavior.  A probabilistic game theoretic formulation is the method to model these 



interactions. This article extends the one-period game theoretic model in Alexeev and Krutilla 
(2015) to the more realistic setting of a repeated rivalry between governments. In the expanded 
model explored here, resource commitments to cyber actions this period increase the stock of 
knowledge, and the probability of a successful attack is a function both of the stock of 
accumulated knowledge from past actions and behavior in the present. 
 
We start in the next section with a review of the literature on optimal investment in 
cybersecurity. The following section then describes the model developed in this research. The 
next section presents the solution for steady state resources devoted to cyber defense and attack 
as a function of the model’s parameters. The final section of the article offers conclusions and 
recommendations for future research. 
  
 
2. Background 
 
The literature on optimal investment in cyber measures is relatively limited. The benchmark 
model is by Gorden and Loeb (2002). It is based on a one period model in which firms are risk 
neutral, and within this context, examines optimal investments a firm should make to defend 
against cyber attacks. The model assumes that the probability of a cyber attack is exogenous, but 
firms can unilaterally reduce their vulnerability through investment in security measures. Given 
this set-up, the model demonstrates that firms should not invest more than 1/e ( ≈ 37%) of the 
expected cost of a data breach (Gordon and Loeb 2002). This result turns out to be robust across 
a more general range of functional forms (Baryshnikov 2012). 
 
However, the 37% result does not hold up in a one-period game formulation of Alexeev and 
Krutilla (2015). In this model, the probability of a successful attack endogenously depends on the 
resources rivalrous governments devote to attack and defense. The model allows for asymmetric 
valuations of gains and losses by the rivals, and relative differences in the efficacy of their 
resource committments. In this setting, optimal investments can be significantly greater or less 
than 37% of expected damages. 
 
Extending the Gorden and Loeb (2002) model to risk averse firms, a model by Huang, Hu and 
Behara 2008 shows that there is a minimal data breach cost below which the optimal level of 
investment in cybersecurity protections drops to zero. As the potential cost of a breach goes up 
optimal investment in cybersecurity increases, but the value never exceeds the total cost of the 
incident. 
 
A rare empirical study shows that the cost of most data breaches tend to be roughly 
commensurate with a firm’s IT security budget. For example, making an assumption about the 
fraction of budget devoted to IT security, 77% of data breach costs are within +/- 10 million 
dollars of the firm’s IT security budget, while fully 50% of incidents fall within +/- 1 million 
dollars (Romanosky 2016, 13).  
 
This small literature suggests several research gaps in study of optimal cyber investment. Most 
significantly, single-period models convey limited information. The value from investments in 
cyber measures in the current period does not necessarily fall exclusively in the period and some 



cyber security measures, such as staff training in cybersecurity digital hygiene, might not pay out 
much immediately but could continue to pay dividends well into the future. With past 
investments paying future dividends, it is possible that the safety of a cyber system could 
increase even as the annual rate of investment decreases.  
 
There is also the possibility of additional learning over time. Some sort of information accretion 
process, such as Bayes Rule, could be used to form a better judgement about risk levels with 
experience (Cavusoglu, Mishra and Raghunathan 2004). Organizations can also come to learn 
more about their adversaries over time with repeated conflictual interactions. The so-called 
“attribution problem” is an example. (Tsagourias 2012; Rid and Buchanan 2015). Through a 
series of technical steps, careful attackers can obfuscate their identity, motive and location, 
making deterrence of attacks via the threat of credible punishment more difficult. Effective 
attribution leverages both the particular details of a specific attack, but also historical details 
from past attacks. Attack methods, idiosyncrasies in the code and target types across multiple 
attacks can be combined with forensic details on the current assault to produce a more complete 
picture of who launched a particular attack.   
 
A prime example is the hack of the Democratic National Committee (DNC) by Russian 
operatives in the lead up to the 2016 presidential election. DHS and the FBI released a joint 
analysis report in December of 2016 presenting the technical details involved in the hack of the 
DNC (NCCIC/FBI 2016). One of the telling features of the report is the focus on how advanced 
persistent threats 28 and 29, as they were technically known, had entered the system on multiple 
occasions. As the report put it, “Both groups have historically targeted government 
organizations, think tanks, universities, and corporations around the world.” (Ibid., 2). This 
pattern of historical interaction breeds a familiarity with an adversary’s toolkit and social 
engineering approaches. This familiarity, in turn, makes defense easier, potentially necessitating 
less investment, but it cannot be captured in a single period model.   
 
The model developed in this article focuses on the first of the issues mentioned: the fact that 
effects of investments in cyber measures this period can have dynamic multi-period effects. To 
our knowledge, this is the first application of a differential game model exploring optimal 
investment with cyber knowledge accumulating over time. 
 
2. Model 
 
The model extends the contest success function approach of Alexeev and Krutilla (2015) to the 
multi-period setting. There are two competing governments, an “attacker” and a “defender”, with 
the objectives: 
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and constraints: 

AAAA RKK νδ +−=        (3) 

DDDD RKK νδ +−=        (4) 

The variables and parameters of this model are defined in Table 1.  The expression for the 
attacker and defender’s utilities in (1) and (2) are represented as expected net payoffs, as follows: 
 

AAA RPGU −= )(         (5) 

DDD RPGU += )(         (6) 

where AG  and DG  are the utility gains to attacker and losses to defender respectively from a 
successful attack, )(P is the probability of a successful attack, and AR and DR  are the flow 
resources committed this period to attack and defense respectively.  
 
Note that AK  and BK represent the state of knowledge of the attacker/defender this period, and 
that equations (3) and (4) show the rate of change of the state of knowledge, AK and DK ,  as a 
function of two influences. The first, the parameter ]1,0[∈δ , shows the decay rate of the state of 
knowledge. This parameter is assumed to be driven by global, exogenous technical advance in 
cyber security and offensive capabilities. This technical advance reduces the effectiveness of the 
existing state of knowledge at rate δ  over time, all else constant.  On the other hand, this 
period’s effort in attack ( AR ) and defense ( DR ) have enduring effects on the state of knowledge.  
The fractional parameters,  ]1,0[∈Aν  and ]1,0[∈Dν , show what part of this period’s efforts have 

effects on the state of knowledge lasting beyond the period. To summarize  AK  and DK  are a 
function of the rate of depreciation and new investment, with the latter being some part of this 
period’s efforts in attack and defense. 
 
Following Alexeev and Krutilla (2015), the probability, )(P , of a successful attack is 
represented as:  
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where )( AE  is “Effective Effort in Attack” and )( DE  is “Effective Effort in Defense”, σ  is the 
relative technical efficiency of “Effective Effort in Attack” compared to “Effective Effort in 
Defense,” ω is a noise parameter allowing for a degree of bounded rationality. To fix ideas, let 

1=σ  and 0=ω , and notice that, under these conditions, if DA EE = , 5.=P .  Again under the 
same assumptions, if DA EE 2= , then 66.=P ,whereas, if DA EE =5. , .33.=P  In short, when 
“Effective Effort in Attack” is greater than “Effective Effort in Defense”, the probability of an 
effective attack is greater than 50%, and vice versa -- under the default parameter settings.  



The σ parameter represents differences in the efficiency of effective effort. If 1>σ , the 
defender’s effort reduces the probability of a successful attack more than the attacker’s effort 
increases it, and vice versa. In fact, there is some literature suggesting attackers have an inherent 
advantage, implying that 1<σ might be relatively typical.  

Finally, notice that as ω goes from zero to infinity, P will go to 50% whatever the rivals do.  
This parameter reflects noise in the sense that rivals do not respond with perfect sensitivity to 
each other’s actions when ω assumes a non-zero value. 

We now depart from Alexeev and Krutilla (2015) in defining “Effective Effort” as composites of 
two variables: 

AA
AAA KRE αα −= 1 ,           DD

DDD KRE αα −= 1            (8) 

The parameters Aα  and Dα are the share parameters for “Effective Effort” arising from resource 

commitments this period on the part of the attacker and defender respectively, while Aα−1 and 

Dα−1 are the share parameters for “Effective Effort” arising from the attacker’s and defender’s 
cumulated stock of knowledge.  Entering (8) into (7) gives the complete expression for the 
probability of an effective attack: 
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Using all of the information discussed, the current value Hamiltonians for the differential game 
are: 
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In (11), note that DG  is normalized to 1, and 
D

A

G
G

≡ψ  in (10).  1=DG  might be thought of as the 

economic loss to the defender from a successful attack, while ψ is the relative value of a 
successful attack for the attacker compared to the economic costs that the attack imposes.  

 



4. Results 

We focus on the way the steady-state solutions respond to the parametric variations. The 
dynamic transition paths are of less interest, reflecting arbitrary variations in initial conditions. 
The model does not have analytical solution, so numerical simulation is used.  
 
The parametric variations considered in this preliminary analysis are shown in Table 2. The 
corresponding results for steady-state resource commitments in attack and defense are shown in 
Table 3.   
 
The first simulation varies the relative effectiveness of resource commitments in attack and 
defense, with permutation SA1 showing the case that the defender’s resource commitments are 
relatively more effective, and SA2 showing greater efficiency of the attacker’s efforts. 
Interestingly, these asymmetries result in a symmetric decline for both the attacker and defender 
in resource commitments from the base case, suggesting that disparities in relatively efficiency in 
resource use can reduce resource equilibrium commitments.1 The logic of this reality can be seen 
in the limiting case where one party or the other’s resource commitments are totally effective, 
and the other party’s are completely ineffective. For example, if the defenders efforts were 100% 
effective, there would be no point for the attacker to waste resources in attacking. From the cyber 
security perspective, the policy implication would be increasing the effectiveness of defensive 
efforts would both reduce the probability of successful attacks and reduce the resources needed 
to deter them. 
 
Comparing the resource commitments as a ratio of expected damages  -- the common metric 
used in the literature – gives a higher fraction of expenditure when deterrence is relatively 
effective (.58 for SA1) than when it isn’t (.29 for SA2). Although the ratio of cost to expected 
damages is an intuitively logical metric, some policy relevant insight (as discussed above) is lost 
if the absolute comparison is not also made. 
 
Turning to variation in the share parameters for “Effective Effort” arising from resource 
commitments this period, SA3 shows the case where this period’s effort has a relatively low 
impact on Effective Effort (.2), while SA4 shows the case where the impact is relatively high 
(.8).  Steady-State resource commitments decline in the first instance relative to the base case, 
and increase in the second case.  However, the probability of attack does not change. 
 
The next simulation pair (SA5) and (SA6) compares the impact of different valuations on the 
part of the attacker per unit of economic damages a successful attack causes to the defender. In 
SA5, the attacker’s valuation is twice the economic damages caused; in SA6 it is half.  For SA5, 
the asymmetry increases the resources the attacker devotes to attack from .22 to .39, and 
decreases the defenders recourse commitment from .22 to .19. For SA6, the resources the 
attacker devotes drop from .22 to .10; the defenders resource commitments drop to .19 as before. 
It is interesting that the relative valuation asymmetry in either direction reduces the resources a 
defender rationally commits to defense. 

                                                           
1 A similar result was observed in Krutilla and Alexeev (2012) in another game theory model using a contest success 
function. 



The final comparison assesses the effect of changing the fraction of resource commitments this 
period that affects the state of state of knowledge beyond one period. In SA7, the parameter is 
reduced from the base case of .5 to .25; in SA8, the parameter is raised to .75.  The surprise from 
this comparison is that it has no effect on the base case level of resource commitments, or change 
in probability of attack. It does significantly affect the steady state accumulation of knowledge 
(not shown in Table 3). We are now exploring the reasons for this result. 
 
These results are 1quite preliminary and we will be continuing to assess the effects of changing 
the other parameters, as well other asymmetries between attackers and defenders. An additional 
next step is to assess whether the literature suggests parameter settings that are consist with 
empirical studies. 
 
5. Conclusions 

This research develops a differential game formulation to study temporal optimal investments in 
cyber measures. The literature on optimal cyber investment is relatively small, and our model 
represents a significant extension. Among other attributes, it distinguishes between the effects of 
resource commitments in influencing attacks in current versus future periods, allows for 
asymmetries in the effectiveness of cyber measures between attackers and defenders, and shows 
the impact of asymmetric valuations by attackers and defenders of the damages cyber attacks 
cause. The model allows for sensitivity analysis of a number of policy-relevant parameters. 

The study is quite preliminary with much simulation work in progress. Additionally, we are 
reviewing the literature to calibrate parameters to reflect empirically reasonable cases.  

 



Table 1: Variable and Parameter Definitions 

Variables Definitions 

 

AU / DU  

 

 

utility from attack/defense 

 

AR / DR  

 

 

flow resource commitment this period to attack/defense 

 

AK / DK  

 

 

state of knowledge in attack/defense at time t 

 

AK / DK  

 

 

instantaneous change in state of knowledge at time t   

Parameters  

η  discount rate 

δ  state of knowledge depreciation 

Aν / Dν  fraction of flow resources to attack/defense this period that 
increases the state of knowledge beyond one period 

 

 

 

 

 

 

 

 

 



Table 2: Parameter Values in Sensitivity Analyses 

Value of 
Parameters 
in One 
Way 
Sensitivity 
Analyses  

  Parameters in Contest Success  

                   Function 

Relative 
damage 
valuation 
of 
attacker 
to 
defender 

Equation of Motion 
Parameters 

Discount 
Rate 

Sensitivity 
Analyses  

relative 
efficiency 

 

(σ ) 

 

production 
share 
parameter 
( Aα = Dα ) 

bounded 
rationality 

(ω ) 
B

A

G
G

=ψ  

state of 
knowledge 
depreciation 
(δ ) 

fraction of 
flow 
resources to 
attack/defense 
this period 
that increases 
the state of 
knowledge 
beyond one 
period 

( Aν , Dν ) 

     η  

Base Case 1 .6 0 1 .1 .5 .05 

SA 1 2 .6 0 1 .1 .5 .05 

SA 2 .5 .6 0 1 .1 .5 .05 

SA 3 1 .2 0 1 .1 .5 .05 

SA 4 1 .8 0 1 .1 .5 .05 

SA 5 1 .6 0 2 .1 .5 .05 

SA 6 1 .6 0 .5 .1 .5 .05 

SA 7 1 .6 0 1 .1 .25 .05 

SA 8 1 .6 0 1 .1 .75 .05 

 

 

 

 

 



Table 3: Steady State Resource Commitments 

  Attacker Defender 

Prob Resources as a 
Fraction of 
Damages 

Resources as a 
Fraction of 
Expected Damages 

Resources as 
a Fraction of 
Damages 

Resources as a 
Fraction of 
Expected Damages 

Base 
Case 0.22 0.43 0.22 0.43 0.50 

SA 1 0.19 0.58 0.19 0.58 0.33 

SA 2 0.19 0.29 0.19 0.29 0.67 

SA 3 0.18 0.37 0.18 0.37 0.50 

SA 4 0.23 0.47 0.23 0.47 0.50 

SA 5 0.39 0.58 0.19 0.29 0.67 

SA 6 0.10 0.29 0.19 0.58 0.33 

SA 7 0.22 0.43 0.22 0.43 0.50 

SA 8 0.22 0.43 0.22 0.43 0.50 
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