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Abstract

An analysis of some long text if authors are unknown or if it was written by one author is still an interesting problem and it could be done using methods of data analysis and data mining, and using structural analysis. In the paper, it is described a system of modified Self-Organizing Maps working on probabilistic sequences built from a text. The sequences were built on letters and on words as \( n \)-grams, \( 1 \leq n \leq 4 \). The system is trained to input sequences and after the training it determines text parts with anomalies (some different characteristics) using a cumulative error and a complex analysis. In tested long texts the system was successful, it covered a composition of texts.

1 Introduction

Each text is written in some genre, in some language and uses some grammar. It presents a sequence of letters, sequence of words, sentences, sections. We find some anomalies in the text, it means, we find text parts with some different characteristics based on \( n \)-grams in comparison to the full text or to the rest parts of the text. For example, anomalies should show if the text was composed from two or more parts written by different authors or if somebody manipulated with the text. The problem belongs to problems working with text and studying authorship attribution [Neme2015], [Stamatatos2010], and plagiarism [Eissen2006], [Stamatatos2006], and authorship verification [Hassan2012], but in both problems there exist some groups of comparable authors and comparable texts. It means that the results of analysis can be compared according to texts or according to authors. In our problem any author is known and we analyze each text as one extra text [Almarimi2015]. In the solution of the problem, we use Self-Organizing Maps (SOM) models of neural networks [Kohonen2007]. A very good description of Self-Organizing Maps extensions for temporal structures is in [Hammer2005], some of the extensions are usable for sequences. SOM models of neural networks were applied to time series in [Barreto2009] and they inspired for us to use it in a text analysis. In the text analysis we used English recommended texts from benchmark [CorE2011] and Arabic texts from [CorA2011]. In this contribution, we developed a new system for anomaly detections based on SOM model neural network and we applied it to Arabic and English long texts. The system covers anomalies in texts consisting of two texts written by different authors.

The paper has the following structure: The second section contains an information about used texts. In the third section, it is given a theoretical background for a construction of learning sequences (based on symbols.
and on words). In the fourth section, we describe our new developed system to anomaly detections. The fifth section contains an evaluation and illustration of results on English and Arabic texts. In the conclusion we give a resume of our work and some plan of further work in the area.

2 Sequences of Symbols, Sequences of Words

2.1 Theoretical Background for Sequence Construction

The applied method to an analysis of word or letter sequences is a probabilistic model. The working sequences will be presented by probabilities of their occurrences. It is possible to use individual relative frequencies of words or letters. But some of word combinations have a higher probability, some of them are used only once. It means, we will use a conditional probability of a word given by the previous words.

Notation:

- \( \Gamma \) - a finite alphabet of symbols; \(|\Gamma|\) is the number of symbols in \( \Gamma \); in our texts, \( \Gamma_A \) will be Arabic and \( \Gamma_E \) English alphabet;
- \( V \) - a finite vocabulary of words in a given text (the alphabet \( \Gamma \)) presented in the alphabetic order; \(|V|\) - the numbers of different words in the vocabulary \( V \);
- \( d_i^n = \langle d_1, \ldots, d_N \rangle; d_i \in V \) - the text as a finite sequence of words; \( N \) - the number of words in the text \( d_i^n \);
- \( s_i^M = \langle s_1 s_2 \ldots s_M \rangle; s_i \in \Gamma \) - the text as a finite sequence of symbols; \( M \) - the number of symbols in the text \( s_i^M \) (including spaces);
- The probability of a complete sequence of words \( d_i^n \) can be represented by \( P_d(d_1, d_2, \ldots, d_N) \) if each word is supposed as an independent event.
- The probability of a complete sequence of symbols \( s_i^M \) can be represented by \( P_s(s_1, s_2, \ldots, s_M) \) if each symbol is supposed as an independent event.

According to [Jurafsky2000] the probabilities \( P_d \) and \( P_s \) can be decomposed using conditional probabilities in the following way:

\[
P_d(d^n) = P(d_1)P(d_2|d_1)P(d_3|d_2^2) \cdots P(d_N|d_1^{N-1}) = \Pi_{i=1}^N P(d_i|d_i^{-1}), \text{ where } d_i^{-1} = \langle d_1 \ldots d_{i-1} \rangle \tag{1}
\]

\[
P_s(s^M) = P(s_1)P(s_2|s_1)s_3|s_2^2) \cdots P(s_N|s_1^M) = \Pi_{i=1}^M P(s_i|s_i^{-1}), \text{ where } s_i^{-1} = \langle s_1 \ldots s_{i-1} \rangle \tag{2}
\]

The problem to compute the probabilities is solved using some simplification: an approximation of the probability of the word (symbol) given by all the previous words (symbols). The probability is depending on the probability of all preceding words but we will use only small number of them, for example 2, 3, 4. It means, we work with 2, 3, 4-grams.

The \( n \)-gram model approximates the probability of a word \( d_i, 1 \leq i \leq N \) (symbol \( s_i, 1 \leq i \leq M \)) using all the previous probabilities of words \( P_d(d_i|d_i^{-n+1}) \) (symbols \( P_s(s_i|s_i^{-n+1}) \)) by the conditional probability of preceding words \( P_d(d_i|d_i^{-1}) \) (symbols \( P_s(s_i|s_i^{-1}) \)). It means,

\[
P_d(d_i|d_i^{-1}) \approx P_d(d_i|d_i^{-n+1}), 1 \leq i \leq N, \quad P_s(s_i|s_i^{-1}) \approx P_s(s_i|s_i^{-n+1}), 1 \leq i \leq M, \tag{3}
\]

We have a formula for the general case of \( n \)-gram parameter estimation:

\[
P_d(d_i|d_i^{-1}) \approx \frac{C(d_i^{-1}d_i)}{C(d_i^{-n+1})}, 1 \leq i \leq N, \quad P_s(s_i|s_i^{-1}) \approx \frac{C(s_i^{-1}d_i)}{C(s_i^{-n+1})}, 1 \leq i \leq M, \tag{4}
\]

where \( C(d_i^{-1}d_i) \) is the count of \( n \)-grams \( d_i^{-n+1}d_i \) and \( C(d_i^{-1}) \) is the count of all \((n-1)\)-grams \( d_i^{-n+1}d_i^{-1} \).
2.2 Sequences of symbols/words and \( n \)-gram of symbols/words

The text is a sequence of symbols in the alphabet \( \Gamma \). We will map the given text to the sequence of occurrences computed from the text \( D \).

1. The sequence \( S_s \) of symbol probabilities:
   - \( C(s_i) \) – the number of occurrences \( s_i \) in the text \( D \);
   - The sequence \( S_s \) is prepared by the formula:
     \[
     f_s(s_i) = \frac{C(s_i)}{M}; 1 \leq i \leq M. 
     \] (5)

2. The sequence \( S_{sn} \) of \( n \)-gram of symbol probabilities:
   - The substring \( s_is_{i+1}s_{i+2} \ldots s_{i+n-1}, i = 1, \ldots M - n + 1, n = 1, 2, \ldots \) is called \( n \)-gram of symbols; \( n \) - the length of the \( n \)-gram;
   - \( C_n^{(n)}g \) – the number of occurrences of \( n \)-gram \( ^n g \) in the text \( D \);
   - \( C_{n-1}^{(n-1)}g \) – the number of occurrences of \( (n-1) \)-grams \( ^{(n-1)}g \) in the text \( D \);
   - The sequence \( S_{sn} \) contains the frequencies of \( ^n g \) in the text \( D \)
     \[
     f_{sn}^{(n)}g = \frac{C_n^{(n)}g}{C_{n-1}^{(n-1)}g}. 
     \] (6)

3. The sequence \( S_w \) of word probabilities:
   - \( C(d_i) \) – the number of occurrences \( d_i \) in the text \( D \);
   - The sequence \( S_w \) is prepared using the following formula:
     \[
     f_w(d_i) = \frac{C(d_i)}{N}; 1 \leq i \leq N. 
     \] (7)

4. The sequence \( S_{wn} \) of \( n \)-gram of word probabilities:
   - The subsequence \( d_id_{i+1}d_{i+2} \ldots d_{i+n-1}, i = 1, \ldots N - n + 1, n = 1, 2, \ldots \) is called \( n \)-gram of words;
   - \( C_w^{(n)}g \) – the number of occurrences of \( n \)-gram \( ^n g \) in the text \( D \);
   - \( C_{w-1}^{(n-1)}g \) – the number of occurrences of \( (n-1) \)-grams \( ^{(n-1)}g \) in the text \( D \);
   - The sequence \( S_{wn} \) is prepared by formula:
     \[
     f_{wn}^{(n)}g = \frac{C_w^{(n)}g}{C_{w-1}^{(n-1)}g}. 
     \] (8)

3 System for Anomaly Detections

3.1 Self Organizing Maps

The Self Organizing Map belongs to the class of unsupervised and competitive learning algorithms [Kohonen2007]. This type of neural network is used to map the \( n \)-dimensional space to the lower-dimensional space, usually to two-dimensional space. The neurons are arranged usually to the two dimensional lattice, frequently called a map. This mapping is topology safe and each neuron has its own \( n \)-dimensional weights vector to an input. If input is represented by some sequence (for example, time series), when the order of values is important, then it is necessary to follow the order and do not change it.

The steps of the algorithm:

1. Initialization. The weight vectors of each node (neuron) in the lattice are initialized to a small random value from the interval \((0, 1)\). The weight vectors are of the same dimensions as the input vectors.
2. **Winner identification for an input vector.** Calculate the distance of the input vector to the weight vector of each node. The node with the shortest distance is the winner. If there are more than one node with the same distance, then the winning node is chosen randomly among the nodes with the shortest distance. The winning node is called the Best Matching Unit (BMU). Let \( i^* \) be index of the winning node.

3. **Neighbors calculation.** The following equation is used:

\[
    h(i^*, i, t) = \exp\left( - \frac{||r_i(t) - r_{i^*}(t)||}{\sigma^2(t)} \right),
\]

where \( \sigma(t) \) means the radius of the neighborhood function, \( t \) is an iteration step, \( r_i(t) \) and \( r_{i^*}(t) \) are the coordinates of units \( i \) and \( i^* \) in the output array.

4. **Weights adaptation.** Only of the weights of the nodes within the neighborhood radius will be adapted using the equation:

\[
    \vec{w}_{new} = \vec{w}_{old} + \eta \times h(i^*, i, t) \times (\vec{x} - \vec{w}_{old}),
\]

where \( \vec{w}_{new} \) is the vector of the new weights, \( \vec{w}_{old} \) are old weights, \( \eta \in (0, 1) \) is the learning rate, \( \vec{x} \) is the actual input vector.

After the algorithm make changes in the weights, it presents the next input vector from the remaining input vectors to input and continues with the step 2 and so on until there is no input vector left.

### 3.2 Description of the system structure

In the first layer, it has \( SOM_x \), \( x \in \{ \text{words, w2-grams, w3-grams, s3-grams} \} \) neural networks they are trained to different sequences built according to the text \( T \). The shape of the model is very similar to model developed in [Almarimi2016], but here the different analysed sequences are used for a training and an evaluation. The training of each \( SOM_x \) is done on sequences \( S_w, S_{w2}, S_{w3}, S_{s3} \).

![Figure 1: System for anomaly detections. The layer of SOM neural networks is trained to different sequences built to the same text. The layer of Errors blocks evaluates a quality of training. On the results of the quality is based a cumulative error and SOM winner evaluation.](image)

### 3.3 Description of the system computation

After the \( SOM_x \) was trained it is possible to evaluate how good was the training prepared by an evaluation of errors for all input vectors (all windows in the text). We will use a quantization error \( Er_x \) defined by (11) as a
measure of proximity input vector $x^+$ to the learned winner vector $w_i^*$ of $i^*$-th neuron (winner for input vector $x^+$) in the SOM$_x$.

$$E_{x^+}(x^+, w_i^*) = ||x^+ - w_i^*||,$$

(11)

Using formula (11) it is possible to compute the vectors of quantization errors

$$\{E_{x^+}(x^+(t), w_i^*(t))\}_{t=1}^R,$$

(12)

where $R$ is the number of training vectors, $t$ is the order of the member in input sequence. For the anomaly detections we will use thresholds developed by [Barreto2009]. Let $\alpha$ be a significance level ($\alpha = 0.01$ or $\alpha = 0.05$). We suppose the percentage of normal values of the quantization error will be $100 \times (1 - \alpha)$. Let $N_\alpha$ be the real number such that a percentage $100 \times (1 - \alpha)$ of the error values is less than or equal to $N_\alpha$. Then

- Lower limit: $\lambda^- = N_{1-\alpha/2}$
- Upper limit: $\lambda^+ = N_{\alpha/2}$

The important interval is $(\lambda^-, \lambda^+)$, the values out of it could be detected as anomalies.

The quantization vectors $E_{x^+}$ and intervals $(\lambda^-_{S_x}, \lambda^+_{S_x})$ are computed in the panels $Error_{S_x}, x \in \{\text{words, w2-grams, w3-grams, s3-grams}\}$ and they are used in two the following evaluations:

- **Cumulative Error**

  $$CEr = \alpha_1 \times E_{rw} + \alpha_2 \times E_{rw2} + \alpha_3 \times E_{rw3} + \alpha_4 \times E_{rs3},$$

  (13)

  where $\alpha_i, i = 1, 2, 3, 4, \sum_{i=1}^4 \alpha_i = 1$ are parameters for a contribution of $E_{ri}$ to the cumulative error. The values of the parameters $\alpha_i$ should be chosen after the analysis of all errors. If the cumulative error has higher value than the threshold $h_{up}$ given by formula (14)

  $$h_{up} = \alpha_1 \times \lambda^+_{Sw} + \alpha_2 \times \lambda^+_{Sw2} + \alpha_3 \times \lambda^+_{Sw3} + \alpha_4 \times \lambda^+_{Ss3},$$

  (14)

  then the text needs some next analysis.

Figure 2: The layer of errors. Evaluation of the cumulative error for English text E777. The text E777 has 598 different words. The number of training vectors was 208, the number of iterations is 200.
• Evaluation of text parts

The text $T$ will be divided into $r, r > 1$ disjunctive parts, $T = T_1 \ldots T_r$. For each text part $T_k, 1 \leq k \leq r$ the following evaluation will be done: $T_{-k} = T_1 \ldots T_{k-1} T_{k+1} \ldots T_r$ will be used as a training text and $T_k$ will be a testing text. After the training using $T_{-k}$ in our system, the testing text $T_k$ will be evaluated using the quantization vector (12) and intervals $(\lambda^-, \lambda^+)$, the interval is built on training data. The percentage of values $x, x \in (\lambda^-, \lambda^+)$ express how the text $T_k$ is similar to the training text. Evaluation of four sequences constructed from the texts gives more complex view to the text.

4 Evaluation

4.1 Data Preparation

In the text analysis we use English recommended texts from benchmark [CorE2011] and Arabic texts from [CorA2011]. In Table I we describe some information about 3 Arabic and 3 English texts, the texts A14 and E777 were constructed as a combination of two different texts (important for an illustration of our analysis). The letter position of the connection in both texts is shown in the thresholds of the analysis.

Table 1: Statistics of 3 English (E5, E14, E777) and 3 Arabic (A1, A4, A14) texts, the number of words by length for $1 – 10$ and maximal frequencies of 2 and 3 – grams for words and symbols.
4.2 Text E777, the cumulative error and text parts evaluation

**Cumulative error.** Figure 2 shows the analysis of the cumulative error. The experiment was done with parameters $\alpha_1, \alpha_2, \alpha_3, \alpha_4$ following the mean of each error $AveEr_j$, $j = 1, 2, 3, 4$. They were prepared according to the formula

$$\alpha_i = AveEr_i / \sum_{j=1}^{4} AveEr_j.$$  \hspace{2cm} (15)

The used values were $\alpha_1 = 0.5614, \alpha_2 = 0.0440, \alpha_3 = 0.0087, \alpha_4 = 0.3859$. The influence of the word probability in windows and 3-grams of symbols probability in the same window is higher than the others. In the text E777 there exist some windows with the higher cumulative error than the threshold $h_u$ defined by (14), the text needs some further analysis. It should have some anomalous features.

**Text part evaluation.** The text E777 was divided into 4 parts with the same lengths. Evaluation of their text parts is given in the Table 2. According to the similarity percentage in the columns "2-gram of words" and "3-grams of words" each part of text is not similar to the rest of the text E777 (the values are lower than 50%). The result confirms that the text is combined from two different texts.

<table>
<thead>
<tr>
<th>Input Sequences</th>
<th>Training Parts</th>
<th>Testing Part</th>
<th>words</th>
<th>2-grams of words</th>
<th>3-grams of words</th>
<th>3-grams of symbols</th>
</tr>
</thead>
<tbody>
<tr>
<td>{$T_2, T_3, T_4$}</td>
<td>$T_1$</td>
<td>65.9574 %</td>
<td>48.9362 %</td>
<td>8.5106 %</td>
<td>51.0638 %</td>
<td></td>
</tr>
<tr>
<td>{$T_1, T_3, T_4$}</td>
<td>$T_2$</td>
<td>62.0000 %</td>
<td>46.0000 %</td>
<td>49.0000 %</td>
<td>78.0000 %</td>
<td></td>
</tr>
<tr>
<td>{$T_1, T_2, T_4$}</td>
<td>$T_3$</td>
<td>76.4706 %</td>
<td>29.4118 %</td>
<td>29.4118 %</td>
<td>74.5098 %</td>
<td></td>
</tr>
<tr>
<td>{$T_1, T_2, T_3$}</td>
<td>$T_4$</td>
<td>83.3333 %</td>
<td>35.1852 %</td>
<td>3.7037 %</td>
<td>61.1111 %</td>
<td></td>
</tr>
</tbody>
</table>

4.3 Text A14, the cumulative error and text parts evaluation

**Cumulative error.** Figure 3, the first part shows the analysis of the cumulative error of the text A14. The experiment was done with parameters $\alpha_1 = 0.3339, \alpha_2 = 0.0314, \alpha_3 = 0.0157, \alpha_4 = 0.6189$, computed according to the formula (15). For all types of errors, there exist error values above the thresholds and for the threshold of the cumulative error too. The text should have some anomalous features.

**Text part evaluation.** The text A14 was divided into 4 parts with the same lengths. Evaluation of its text parts is given in the Table 3. The the similarity percentage in the columns "2-gram of words" and "3-grams of words" except the part T4 is lower than 50%, it means the text A14 is not consistent text. The result confirms that the text is combined from two different texts.

<table>
<thead>
<tr>
<th>Input Sequences</th>
<th>Training Parts</th>
<th>Testing Part</th>
<th>words</th>
<th>2-grams of words</th>
<th>3-grams of words</th>
<th>3-grams of symbols</th>
</tr>
</thead>
<tbody>
<tr>
<td>{$T_2, T_3, T_4$}</td>
<td>$T_1$</td>
<td>54.7170 %</td>
<td>43.3962 %</td>
<td>43.3962 %</td>
<td>45.2830 %</td>
<td></td>
</tr>
<tr>
<td>{$T_1, T_3, T_4$}</td>
<td>$T_2$</td>
<td>77.9661 %</td>
<td>52.5424 %</td>
<td>32.2034 %</td>
<td>79.6610 %</td>
<td></td>
</tr>
<tr>
<td>{$T_1, T_2, T_4$}</td>
<td>$T_3$</td>
<td>70.3704 %</td>
<td>18.5185 %</td>
<td>22.2222 %</td>
<td>75.9259 %</td>
<td></td>
</tr>
<tr>
<td>{$T_1, T_2, T_3$}</td>
<td>$T_4$</td>
<td>54.7170 %</td>
<td>71.4286 %</td>
<td>67.8571 %</td>
<td>78.5714 %</td>
<td></td>
</tr>
</tbody>
</table>

4.4 Results of 40 Arabic and 40 English texts

The main goal of the system is to find some anomalies in the given long text. It means, our developed system have to be trained on some parts of the text and tested on the other parts. The system was evaluated for 40 Arabic texts [CorA2011] and 40 English texts [CorE2011]. In Table 1 we show some information about some of used texts.
The strategy in the evaluation - to split each text into four parts, three of them were used for training and the fourth for testing. We had four possibilities for each text. The training and testing of each text was done for different input sequences to the system: words, 2-gram of words, 3-gram of words, 3-gram of symbols. The results of each text were analyzed according to criteria [Almarimi2016]:

- **Good text** – if the the values of percentage was higher than 75.000%.
- **Critical text** – if the the values of percentage was less than 75.000%. The critical text means that the tested part of the text gives under critical values.

Each text was evaluated 16 times, four times for each of the following methods: words, 2-gram of words, 3-gram of words, 3-gram of symbols. Results of the methods were combined into the last classification of each text (good or critical). In the Table 4, we show the information about 40 Arabic and 40 English texts.

### Table 4: Information about Results for 40 Arabic and 40 English texts according to the used evaluation method

<table>
<thead>
<tr>
<th>Arabic Texts</th>
<th>Good</th>
<th>Critical</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>{A1, A2, A3, A4, A5, A6, A8, A9, A10, A12, A13, A14, A16, A17, A18, A19, A20, A22, A23, A24, A26, A29, A33, A37, A40}</td>
<td>62.5 %</td>
</tr>
<tr>
<td>English Texts</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 5 Conclusion

In the paper we developed the system for the detection of anomaly parts in some text. The system was tested on 40 English and 40 Arabic texts and it is capable to cover the text with anomaly if the text is a composition of two texts. The results for English texts are better than for Arabic texts. Still it is necessary to do more statistic tests to the evaluation of the developed system and to find a better settings of parameters for Arabic texts mainly. It is possible to do it in experiments with parameters or to understand differences in the structure of both languages.
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