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Abstract
In recent years, digital fabrication equipment has experi-
enced a significant drop in price. Devices that once were
only available to scientists are now being marketed to en-
thusiasts as well. Sensors and complex computational abil-
ities are also now available in mobile and wearable devices.
Taken together, these trends suggest the possibility for end
users to design and fabricate their own customized smart
objects. In this paper, we describe our initial efforts towards
easy fabrication of 3D-printable smart objects that use natu-
ral properties such as acoustic resonance for interaction.
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Introduction
While research on digital fabrication technology is per-
ceived as a trend, this technology has been around for
decades. It is thanks to the expiration of commercial patents
in the 1980s and 1990s that this technology is now reaching
the point where enthusiasts can acquire digital fabrication
equipment at a fraction of the original cost.

Example of amateur work using these newly available tech-
nologies are wide-ranging. Shewbridge et al. discovered in
their work [19] that, for many users, one of the most impor-
tant tasks undertaken when presented with the opportunity
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to use a 3D printer is one of augmented fabrication: de-
signing and fabricating new objects that work with already
existing ones [2]. Additionally, this has been explored in the
literature [1, 4, 5, 7–9], ranging from generating adapta-
tions to already existing objects to increase performance in
a specific task [6] to creating a custom housings for elec-
tronics [2].

ds

Lt

dt

Figure 1: Top: an ideal spherical
Helmholtz resonator, with tube
diameter dt, tube length Lt, and
sphere diameter ds. Bottom:
cross-sections of two Blowhole test
objects, showing the resonator
structures.

Additionally, other fabrication-related research has explored
adding interactivity to 3D-printed objects. By enabling in-
teractions with 3D-printed objects, researchers can enable
an abundance of educational and accessibility applications.
Previous work has achieved this in two fundamental ways:
by adding sensing capabilities to the 3D-printed object it-
self [3, 10, 15, 16, 18, 21–23], or to the environment where
the interactions would take place [11, 12, 14, 17, 20, 24];
however, these two techniques have significant drawbacks.
Adding sensing capabilities to the 3D-printed objects adds
more complexity to an already complicated process. End-
users would have to possess significant electronic and fab-
rication knowledge to be able to enable these interactions
this way. In contrast, instrumenting the environment would
constrain the users in a physical place where these inter-
actions would be possible, limiting in turn the interaction
possibilities.

Inspired by these trends and limitations, we propose a way
for end-users to fabricate custom smart objects. In order to
fabricate these objects, the users should not be required to
possess any previous knowledge of electronics, advanced
fabrication techniques, or programming—pressing print
on a computer should be enough. We propose that these
“smart objects” be powered by the increasing computational
power and sensing capabilities of our everyday devices, like
smartphones and smartwatches, which we can only asume
would only get smaller and more reliable in the future.

Blowhole
An embodiment of this idea is Blowhole: a system to add
interactivity to 3D printed objects by embedding blowable,
resonant cavities in them. Blowhole is based on the prop-
erty of acoustic resonance; a familiar example is the sound
created when blowing across the mouth of a bottle. Blow-
hole embeds cavities into 3D models, with tubular open-
ings to the surface. Varying the volumes of the cavities and
lengths of the tubes produces varying frequencies in re-
sponse to gentle blowing into the holes, with the object held
5–10 cm away from the mouth. Our system recognizes the
characteristic sound of each hole, linking the blow sound to
an action associated with the hole’s location on the model.
Our design tool allows a user to select the placement of
holes on arbitrary 3D models and associate actions with
each hole; the software then optimizes blowhole size and
placement, providing a printer-ready file.

The cavities used in Blowhole must satisfy several criteria:
they must support sufficient variation in parameters to pro-
duce a range of frequencies when blown into; they must
be sufficiently small to embed into models small enough to
hold and manipulate; they should present a consistent hole
appearance to the user; and they should be printable at any
orientation and without support material on a consumer-
grade printer.

Blowhole operates on the principle of acoustic resonance,
where particular frequencies are amplified or attenuated
due to the physical properties of a cavity. Blowhole uses
spherical cavities inside a 3D-printed model with straight
pipes opening onto the surface; the resonant frequency of
a cavity depends on the area and length of the opening and
the volume of the cavity, and is classically modeled using
the Helmholtz resonance equation [13]:
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(1)

Figure 2: Blowhole design
environment. Top: Detail view of
our Blowhole design software,
based on Meshmixer, showing the
model after inserting blowholes.
Bottom: Transparent visualization
of the Blowhole cavities inside an
object.

with c the speed of sound, ds the diameter of the spheri-
cal cavity and dt and Lt the diameter and length, respec-
tively, of the tube connecting the cavity to the surface of the
object. Figure 1 illustrates these parameters of Blowhole
cavities.

Blowhole Characterization
In order for Blowhole to be of the most practical use, we
want to understand how many different cavities we can fit
inside a given object. As can be seen from Equation (1),
we can vary three parameters—dt, Lt or ds—to change
the resonant frequency of a Blowhole cavity. As the tube is
the only user-facing element of Blowhole, its appearance
should be consistent, with the size of the opening large
enough to easily blow into, but not so large as to interfere
with the features of the printed model. After some initial
experimentation, we set dt to 5 mm, leaving Lt and ds as
the available parameters to manipulate. Multiple combina-
tions of these can produce the same predicted frequency;
for example, Lt = 2.5 mm and ds = 35.3 mm produce a
prediction of 1000 Hz, as do Lt = 5 mm and ds = 28 mm.

To understand the practical limits on the frequencies we
could detect and differentiate between, we produced a large
number of test objects using consumer FDM printers (Qidi
Technology X-One, LulzBot Taz 4, and LulzBot Taz Mini).
Wanting to understand the practical limits on the frequen-
cies we could detect and differentiate between, we pro-
duced a 48 objects with cavities and tubes of different sizes.
Holding rt at 2.5 mm, we manipulated ds from 8–40 mm

in steps of 4 mm and tested Lt at 2.5, 3.5, 5, 7.5, 8.5 and
10 mm.

We asked ten people to blow into each cylinder between
one and four times, recording the data via a laptop com-
puter’s built-in microphone at a 44,100 Hz sampling rate.
We extracted the fundamental frequencies of each blow
using Welch’s method [25]. To validate the printability of
our cavities, we tested multiple cavity sizes, from 5 mm
to 60 mm in diameter. While all objects printed correctly,
the smallest cylinders resulted in frequencies highly vari-
able over the course of a single blow, and the 60 mm cavity
failed to produce any strong harmonic at all.

We also tested the consistency of sound at different angular
positions of the tube opening, from 0° (straight down) to
180° (straight up) in 22.5° increments with ds as 16 mm
and Lt as 5 mm. Although different orientations revealed
different (minor) printing artifacts such as slight stringing
and tube opening shape inconsistency, the results were
consistent, with a mean deviation of under 240 Hz from the
Helmholtz-predicted value.

We tested Blowhole with multiple printers: a LulzBot Taz
4, a LulzBot Taz Mini, two Qidi X-One v2 printers, and a
Form Labs Form 2 resin-based SLA printer. All printed
successfully; inspecting the spectrograms, we found little
variance amongst the FDM prints, and that the SLA prints
produce dominant frequencies on average 100 Hz closer to
the Helmholtz-predicted frequency than the FDM prints and
with less variation over the signal.

System Implementation
As a system, Blowhole consists of three parts: the design
software to modify existing 3D models to add blowholes;
the physical printed-out models with resonant cavities and
holes embedded; and the software that recognizes the
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sound of the user blowing into a cavity and performs an
action.

Figure 3: Examples of
Blowhole-enabled objects
Top: An augmented elephant.
Center: An augmented cell model.
Bottom: A Blowhole-powered
music remote control.

Design Software: Our design software is built on top of
Autodesk Meshmixer (Figure 2, left) using its Python API.
To add Blowhole tags to a model, a user simply imports an
existing model and then clicks on the model to specify tag
locations and desired actions. Currently supported actions
include opening URLs, launching files such as images and
movies, and reading text via text-to-speech. After the user
indicates all of their desired blowhole positions, the soft-
ware determines the best set of cavity sizes to embed in
the model. We use a backtracking search algorithm that
attempts to find an optimal set of Lt and ds that will fit all
requested blowholes without cavities colliding; we can op-
tionally fix Lt to a single value. We represent the solution
space as a tree, with each node mapping a set of avail-
able cavities to requested tag positions. At each step, we
test the unused cavities in each candidate location until no
collisions occur, pruning the tree whenever a solution can-
not be found. The final solution is a set of location/cavity
pairs, which we then use to construct the model for print-
ing (Figure 2, right). Once the cavities are placed, the soft-
ware writes out a configuration file linking the cavity param-
eters Lt and ds to the specified action. The final model may
be exported to a STL file for 3D printing on a commodity
printer.

Our software places blowholes into existing models, there-
fore models that are 3D-printable will remain so with the
addition of cavities and openings. Because the cavities are
spherical, and most hobbyist-level 3D printers can print up
to 45° of overhang, the models can be produced on most
printers with no modification; importantly, no support mate-
rial is necessary inside the cavities or tubes.

Blow Sound Recognition: The last component of our sys-
tem recognizes the sounds produced by the user blowing
into the blowholes, producing the resonant frequency char-
acteristic to cavity/tube combinations (Equation (1)), allow-
ing us to link the sound to the particular location the user
is interacting with. Our software is implemented in Python
running on a laptop, but is simple enough to run on phones
and smartwatches as well.

To identify the resonant frequency, we window the 44,100 Hz
incoming audio signal in 0.1s non-overlapping segments.
We compute the RMS value of each and look for .5s worth
of contiguous windows that exceed an empirically deter-
mined threshold. We apply Welch’s method to extract the
power spectrum of the signal [25], and use the strongest
frequency as the resonance. We then take the set of cav-
ity/tube (ds/LT ) combinations available and match the
resonant frequency to the Helmholtz-predicted frequen-
cies to determine which hole the user is interacting with.
Once a blow is classified, the system executes the action
referenced in the configuration file produced by the design
software.

To prevent false positives due to background noise such
as speech or music, we extract the highest-amplitude fre-
quency for the entire 1.2s segment and compare it with the
median frequency of the individual windows. If these val-
ues are within 100Hz of each other, there is enough internal
consistency in the sound to signal a blow, making Blowhole
relatively robust against ambient noise.

Our main implementation is on a laptop computer, using
its built-in microphone. We also tested with a LG-R An-
droid smartwatch which transmitted audio data to the same
recognition pipeline. Our software runs in Python and uses
the scikit-learn library for recognition.
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Blowhole Objects: Our software places blowholes into ex-
isting models, therefore models that are 3D-printable will
remain so with the addition of cavities and openings. Be-
cause the cavities are spherical, and most hobbyist-level
3D printers can print up to 45ř of overhang, the models can
be produced on most printers with no modification; impor-
tantly, no support material is necessary inside the cavities
or tubes.

Once a Blowhole-enabled object has been printed, some
minor cleanup may be required: with larger spherical cavi-
ties, the top of the sphere becomes nearly horizontal, and
the printer may produce some “3D printer spaghetti” (a
small amount is visible in Figure 1) that can slightly muffle
the sound. A simple solution is to simply insert a drill bit of
the appropriate size and twist it by hand to quickly remove
the strands.

Our software shines in its simplicity and playfulness. We
envision Blowhole to be used by low vision users, who have
limited interactions with technology. Additionally, Blowhole-
enabled objects can be used in classroom settings, specif-
ically for youngsters. Below, we present multiple examples
of Blowhole-enabled objects and their applications.

Cell Model. We adapted an existing model of an animal
cell1 to add Blowhole tags to the different parts of the cell
(Figure 3). When the tags are activated, the listening com-
puter application launches the Wikipedia page for the asso-
ciated cell component.

Interactive Animals. We printed three different cetaceans: a
dolphin2, a whale3, and an orca4, and adapted the position

1http://www.thingiverse.com/thing:689381
2http://www.thingiverse.com/thing:1121803
3http://www.thingiverse.com/thing:232247
4http://www.thingiverse.com/thing:665571

of the cavity to the location of the animal’s blowhole (Fig-
ure 3). When the user blows, the application plays a video
about that animal.

Music Controller. A “music box” with raised controls (Fig-
ure 3) allows a user to control the flow of music by blowing.
Each “button” has a different blowhole underneath it. Our
segmentation algorithm described earlier is robust to back-
ground sound and in initial testing, its performance was not
affected by the sound of the music playing.

Current Work
Our next project is closely related to our work in Blowhole,
as we are still interested in the sounds generated by air cur-
rents. The difference is, this time, twofold: the air currents
used won’t be generated from the user, but from a com-
pressor; and we are interested in exploring touch-based
interactions, rather than blow-based.

This next project is based on fundamental fluid dynamics.
We designed a mechanism where airflow can easily flow to
one side, but when encountered with an obstruction, like a
finger, would back down and take another path to the sur-
face, where, using a whistle-like structure, the air would
make an identifiable sound.

The objects enhanced with this mechanism would inherit
the most fundamental characteristics from Blowhole: there
is no post-print assembly required–only provide a steady
airflow. This can guarantee that users with any background
can enhance their designed objects to interact with them.

Conclusion
In this paper we presented our concept of users fabricating
themselves their own smart objects leveraging the sensors
present in their mobile devices and smartwatches. Addition-
ally, we presented a representation of this idea in Blowhole,
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a system that allows users to add interactivity to their 3D-
printed devices by embedding blowing-activated tags inside
them.
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