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Abstract. We propose a multi-level attention-based neural network for
relation extraction based on the work of Lin et al. to alleviate the prob-
lem of wrong labelling in distant supervision. In this paper, we first adopt
gated recurrent units to represent the semantic information. Then, we
introduce a customized multi-level attention mechanism, which is ex-
pected to reduce the weights of noisy words and sentences. Experimental
results on a real-world dataset show that our model achieves significant
improvement on relation extraction tasks compared to both traditional
feature-based models and existing neural network-based methods.

1 Introduction

Relation Extraction (RE) aims to identify relations between entities from natu-
ral language text. It plays a key role in many natural language processing (NLP)
tasks, including question answering, web search, and knowledge-based construc-
tion. The existing relation extraction approaches can be divided into supervised
learning methods [6], semi-supervised learning methods, [19], and unsupervised
learning methods, [3]. In the supervised approaches, sentences in a corpus are
first hand-labelled by domain experts to produce labelled examples of specific
relations. The identified examples are then used to induce rules for identifying
additional instances of relations. In other words, relation extraction is consid-
ered to be a multi-class classification problem. While supervised methods can
achieve high precision [6], labelling training data requires enormous amount of
effort from domain experts which is very time-consuming.

To address this problem, Mintz et al. [14] applied distant supervision to auto-
matically generate training data via aligning the New York Times (NYT) news
text with the large-scale knowledge base Freebase [4], which contains more than
7300 relationships and more than 900 million entities. They assume that if two
entities have a relationship in a known knowledge base, then all sentences that
contain these entity pairs will express this relationship in some way. For exam-
ple, (Ireland, capital, Dublin) is a relational triple fact stored in Freebase. All
sentences with synonyms for both entities, Ireland and Dublin, are considered
to be an expression of the fact that (Ireland, capital, Dublin) holds. All these
sentences will be regarded as positive instances for relation extraction. Although



distant supervision is an effective strategy for automatically labelling training
data and a sound solution to leverage the availability of big data on the web,
it suffers from the wrong labelling problem as the assumption is too strong.
For instance, the sentence “Modern Ireland also has Dublin, whose budding
metropolitan area is home to about 1.5 million people of Ireland ’s population
of close to 4 million.” does not express the relation capital between two entities,
but will still be regarded as a positive instance. The multi-instance learning in-
troduced by [15],[10],[20] can alleviate the wrong labelling problem but is still
far from satisfactory. These feature-based methods highly rely on NLP toolk-
its, such as part-of-speech annotations and syntactic parsing and the output of
pre-existing NLP systems often leads to error propagation which will hurt the
performance of proposed models. To solve this problem, many scholars [17], [22],
[12] attempt to apply deep learning techniques instead of feature-based methods
to relation extraction tasks, and our work will also focus on that.

Our proposal is an extension of [12]. In this paper, we propose a novel Bidi-
rectional Gated Recurrent Unit (BiGRU) network integrated with a multi-level
attention mechanism to automatically extract features without manual inter-
vention. The contribution of our work can be summarized as follows. First, to
further alleviate the wrong labelling problem, we build a multi-level attention
mechanism in addition to sentence-level attention mechanism, which is expected
to dynamically reduce the weights of both noisy words and sentences. Second, we
evaluate our model on a widely used dataset developed by [15]. Finally, we show
that our model achieves significant improvement compared to the state-of-art
methods.

2 Related Work

RE generally relates to the extraction of relational facts, or world knowledge
from the Web [21]. It is one of the most important subtasks in information ex-
traction. Distant supervision is an alternative learning paradigm which assumes
that if two entities have a relationship in a known knowledge base, then all sen-
tences that contain these two entities will express this relationship [14], [10], [20].
As a form of weak supervision, distant supervision exploits relation repositories
including Freebase [4], and DBpedia [1] to define a set of relation types and
identify the text in a corpus which associate with the relations to produce the
training data. Although distant supervision has emerged as a popular choice for
training relation extractors and shows promising results in the task of relation
extraction, it is inevitably accompanied by the wrong labelling problem. Hence,
[15], [10], [20] applied multi-instance learning to alleviate the wrong labelling
problem. These conventional methods inherit the knowledge discovered by the
NLP toolkits for the pre-processing tasks. Their performance was intensely af-
fected by the quality of supervised NLP toolkits as the output of pre-existing
NLP systems often leads to error propagation or accumulation.

With the recent revival of interests in neural networks, many researchers
[17], [23], [22], [12], [24] have utilized deep neural networks in relation classifi-



cation without handcrafted features. Although neural network based methods
provide an effective way of reducing the number of handcrafted features, these
approaches which build classifiers based on sentence-level annotated data, can-
not be applied to large-scale knowledge bases due to the lack of training data.
Therefore, a novel model dubbed Piecewise Convolutional Neural Networks with
multi-instance learning was proposed by [22]. In the work of [22], multi-instance
learning is integrated into a deep neural network model, which assumes that if
two entities participate in a relation, at least one sentence that mentions these
two entities might express that relation. Their integrated models are trained by
selecting the most likely instance for each entity pair, and it is apparent that the
method will lose a large amount of information in those neglected instances. To
make full use of instances, [12] proposes a sentence-level attention-based convo-
lutional neural network (CNN). Their model aims to make full use of sentences
by allocating different weights to different instances in terms of their contribu-
tions in expressing the semantic relation information. Their proposed method
achieves better results compared to [22]. Besides, [24] employs the attention
mechanism with Bidirectional Long Short Term Memory Networks (BiLSTM)
to capture the most important semantic information in a sentence for relation
classification. Our proposal is an extension of [12] by combining with the work
of [24].

3 Methods

In this section, we describe our novel neural network architecture to fulfill distant
supervision for relation extraction before delving deeper into how each of the
components within this model work in greater detail.

3.1 Overview

The distant supervised relation extraction problem is considered as a multi-
instance problem. First, we present our BIGRU-based network that incorporates
a multi-level attention mechanism. Figure 1 shows our neural network archi-
tecture which demonstrates the process that handles one instance of a bag. As
shown in Figure 1, our model contains six components:

Input layer: Original sentences input to this model;

Embedding layer: Each word is mapped into a 50-dimension vector;

BiGRU layer: Using a neural network to get features automatically;

Word attention: Produce a weight vector on word level, and merge the word-

level features into a sentence-level representation;

5. Sentence attention: Allocate different weights to different sentences in terms
of their contribution in expressing the semantic relation information;

6. Output layer: Extract relation with the relation vector weighted by sentence-

level attention.

= o=

We now introduce these components in more detail.
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Fig. 1. The architecture of our Bidirectional GRU model with a multi-level attention
mechanism

3.2 Vector Representation

Following [23], we transform each input word of a sentence into the concatenation
of two kinds of representations:

1. A word embedding: Capture both semantic and syntactic informaion of the
word.

2. A position embedding: Specify the position information of this word with
respect to two target entities.

‘Word Embeddings. Word embeddings aim to transform words into distributed
representations which capture both semantic and syntactic meanings of words.
Each input word token is transformed into a low-dimensional real-valued vector
by looking up pretrained word embeddings[13]. Specifically, given a sentence x
consisting of m words z = {wy,wa, ..., Wn_1,Wn}, every word w; is represented
by a valued vector. Word representations are encoded by column vectors in an
embedding matrix V € R?" >l where d* is the dimension of the word vectors,
and v is a fixed-sized vocabulary.

Position Embeddings. The main idea behind the use of word position em-
bedding in a relation extraction task is to give some reference to the neural layer



of how close a word is to the target nouns, based on the assumption that closer
words have more impact than distant words. The experimental result reported
in [16] suggests that the use of word position embeddings is informative. Hence,
in this paper, the position embedding of a word is further used as a vector
concatenated with the word embedding.

3.3 Bidirectional Gated Recurrent Units in Neural Networks

In this paper we adopt a popular LSTM variant, Gated Recurrent Unit (GRU)
network, which was first introduced by [7]. In addition, we employ a Bidirectional
Gated Recurrent Unit (BiGRU) network based on the idea that the output at
time ¢ may not only depend on the past information, also the future information.
Specifically, supposing the j-th hidden unit is computed in the neural network.
First, it merges the cell state and hidden state then generates the reset gate g;
, which is computed by:

g = o([Weal; + [Urh(t = 1)];5) (1)

where o represents the sigmoid function, [.]; is the j-th element of a vector, z
and h(t— 1) are the input vector and previous hidden state respectively, and W,
and U, are weight matrices. Second, it combines the forget and input gates into
a single update gate. The update gate z; is computed by:

zj = o((Weal; + [U-h(t = 1)]5) (2)

Then, the actual activation of the proposed unit h; is computed by:

hy(t) = zphy(t — 1) + (1 — 2;) (hy) (t) (3)

where
hj(t) = tanh([Wa]; + [U(g ® h(t - 1))];) (4)

Finally, we adopt an element-wise sum to add forward and backward states
produced by Bi-GRU as the output of the j** word.

hi(t) = [(hs(8) ® (hy (8)] (5)

3.4 Customized Attention Mechanism

Attention-based neural networks were first introduced by [2] for sequence to
sequence learning in machine translation. Double attention mechanisms have
also been previously developed in machine translation by [5]. In this section,
we adopt a customized attention mechanism for relation extraction tasks. Our
attention mechanism aims to use neural networks with word-level attention to
obtain the representations of the sentences, then employ sentence-level attention
to reduce the influence of false-negative sentences existing in each entity pair.



Word-level Attentions. Not all words contribute equally to the semantic
relation information of an entity pair for relation extraction. For this reason, our
word-level attention dynamically pay attention to the words in sentences that are
more significant for semantic relation information. Suppose that given a sentence
s containing n word embeddings, s = {wy, wa,...,w,}. The word embeddings
are passed to GRU units repectively to get hidden states {hq, ho, ..., h,}. The
weights of the input columns at each time-step is called attention «. Inspired
by [24], we can obtain the representation of sentences through the following
equations:

S = En:alhz (6)
i=1

eaple(h)
T S eaple(n)

where e(.) is a measure function that reflects the relevance between each word
and relation of the entity pair in a sentence, and W is a weight matrix.

(7)

6(h1) = W tanh (h,) (8)

Sentence-level Attentions. Inspired by [12], the representation of S is com-
puted as a weighted sum of these sentence vectors {s1, s2,...,s;}:

J
S = Zaisi 9)
i=1

where «; is the weight of each sentence vector s;.

The semantic information of set S would rely on the representations of all
the sentences, each of which contains information that whether the entity pair
expresses the relation. Like [12], we adopt a sentence-level attention to minimize
the influence of the noisy sentences. It first measures the relevance between the
instance embedding and the relation r. Then, it allocates more weight to true-
positive instances and less weight to wrong labelling instances to reduce the
influence of noisy sentences. «; is calculated as:

_eap(9lsin)
T S ean(6(skr))

where ¢(.) is a query-base function which scores how well the input sentence s;
and the relation r matches, ¢(.) is defined as:

(10)

¢(si,m) = s; Ar (11)

where A denotes a weight matrix, and r is the representation of relation r.



3.5 Output

The output layer determines the relation label of an input set of sentences. In
practice, we calculate the conditional probability through a softmax function as:

exp(oy)
>onty exp(ok)

where n, denotes the number of relations and o is the output of our model,
which is defined as:

p(rlS) = (12)

o=RS+1b (13)

where R is the representation matrix of relations and b € R™" is a bias vector.
Inspired by [22] and [12], we employ a loss function using cross-entropy at the
entity-pair level. Then loss function is defined as follows:

N
L(0) = Zlogp(ri\Si;H) (14)

i=1

where N denotes the number of sentence sets for each entity pair and 6 indicates
all parameters of this model. For optimization problem, we adopt the Adaptive
Moment Estimation (Adam) [18] update rule to learn parameters by minimizing
the loss function.

Furthermore, in order to prevent overfitting, we apply dropout [11] on the
output layer. The strategy of dropout aims to achieve better performance during
the testing phase by randomly dropping out neural units during the training
phase. Then, the output of our model is rewritten based on equation (13) as
follows:

0=R(Soh)+b (15)

where the vector h contains Bernoulli random variables with probability p.

4 Experiments

Our experiments aim to illustrate that our deep neural networks with sentence-
level attention integrated with word-level attention can alleviate the wrong la-
belling problem benefiting from taking advantage of all informative words for
relation extraction. In this section, we first specify our settings and describe the
methods that we use for our evaluations. Next, we compare the performance
of our model on a widely used dataset with several state-of-the-art methods,
including traditional featured-based methods and neural network approaches.
Finally, we show that our approach, BIGRU+2ATT, can consistently and effec-
tively improve the previous best-performing model, PCNN+ATT.



4.1 Data

Entity mentions for both datasets are recognized using the Stanford open-source
toolkit called entity tagger [9]. Pre-Trained Word Vectors are learned from New
York Times Annotated Corpus (LDC Data LDC2008T19), which can be ob-
tained from LDC .

We evaluate our model on a widely used dataset ? which is generated by [15].
[15] presents a novel approach to extract relations from text without explicit
training annotation. The Freebase relation instances are divided into two parts,
one for training and one for testing. There are 53 possible relationships within
this dataset including a special relation NA which represents that there is no
relation between two entities. A total of 522,611 sentences, 281,270 entity pairs
and 18,252 relational facts are stored in the training data, while the testing data
includes 172,448 sentences, 96,678 entity pairs, and 1,950 relational facts.

4.2 Evaluation Metrics

Like [14], we adopt held-out evaluation to assess our model in distant supervised
relation extraction. The held-out evaluation compares the relation facts between
entity pairs discovered from the test set with those in knowledge base. However,
the new relation instances that are not in knowledge base also could be discovered
by the testing systems. We just assume that the testing systems have similar
performance in relation facts inside and outside knowledge base so that we can
provide an approximate measure of precision without manually evaluation. Here
we report both the precision/recall curves and precision at n (PQN) [8] which
considers only the topmost results returned by the model.

4.3 Experimental Setup

Word Embeddings The word embeddings used in this work are initialized
by means of unsupervised pretraining. Similar to previous work [12], we use the
Skip-gram neural network architecture available in the word2vec tool developed
by [13]). For both datasets, we adopt the same NYT corpus to train word em-
beddings with word2vec. We first drop the words which appear less than 100
times in the corpus and keep the rest as our vocabulary set. Then, we generate
the word embedding in 50 dimensions. Finally, we concatenate the words of an
entity when it has multiple words.

Parameter Settings We keep the same value and size of parameter with the
baseline [12] in order to highlight the increase of performance comes from method
rather than the increase of parameter size. We illustrate hyperparameters used
in the experiments in Table 1.

! https://catalog.ldc.upenn.edu/LDC2008T19
2 http://iesl.cs.umass.edu/riedel/ecml/



Table 1. Parameter settings

Dataset Freebase
Sentence embedding size 230
Word dimension 50
Position dimension 5

Batch size 50
Dropout probability 0.5

4.4 Performance on Riedel Dataset

To evaluate the proposed method, we compare our approach against three rep-
resentative feature-based methods and the best-performing neural network ap-
proach to show that our model can improve the performance.

Following [12], Table 2 presents the P@N for the top 100, top 200, and top
300 extracted instances. For BIGRU, the multi-level attention method achieves
the best performance in all test settings. The results show that our multi-level
attention mechanism can consistently improve the performance compared to only
using neural network with sentence-level attention.

Table 2. PQN for the top 100, top 200, and top 300 extracted relation instances.
For each testing entity pair, randomly select one, two, and all sentences for relation
extraction.

Test Settings |One Two All

PQAN (%) 100 200 300 100 200 300 100 200 300

BiGRU+ATT |76.0 |72.0 [66.0 |77.0 |73.5 |67.7 |76.0 |[74.0 |69.7
BiGRU+2ATT|(82.0 |(76.5 |72.0 |85.0 |80.5 |71.3 (84.0 [82.0 |77.0

Baselines:

e Mintz [14]: An original model for distant supervised relation extraction.

e Hoffmann [10]: A distant supervision for a relation extraction model based
on multi-instance learning which handles overlapping relations.

e Surdeanu [20]: Jointly models the latent assignment of labels to instances
and dependencies between labels assigned to the same entity pair.

e PCNN+ATT [12]: The best-performing model on the Riedel dataset so far.
Different from other three feature-based baselines, this is a neural approach.

Comparison with Feature-based and Neural Methods: From Figure 2,
we can note that our model significantly and consistently outperforms the three
feature-based methods over the entire range of recall. Moreover, compared with
PCNN+ATT, BiGRU+2ATT obtains better performance over nearly the entire
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Fig. 2. Performance comparison of precision and recall curve for the proposed model
with three feature-based and one neural baselines.

range of recall. It indicates that the proposed BiGRU integrated with word-
level attention is beneficial. The reason is that the word-level attention would
dynamically focus on the more informative words within sentences for the given
relation.

4.5 Case Study

The selected three examples of our customized attention mechanism from the
testing set are shown in the Table 3. For each sample, we display our attention
weights of sentences, and we highlight the entity pairs with bold face.

From Table 3, we see that the first bag of sentences is composed of two
sentences which are related to the triple (Robert L. Johnson, founders, Black
Entertainment Television) which is stored in the knowledge base. The sentence
with low attention weight does not express the relation Founders clearly. While
the next sentence which has high attention weight demonstrates directly that
Robert L. Johnson found Black Entertainment Television. The second example
is related to the triple (Muhammad Yunus, founders, Grameen Bank). In this
example, the relation fact also contains two sentences. The first sentence with low
attention weight expresses the relation Founders implicitly, while the high one
expresses directly what position Muhammad Yunus holds in the Grameen Bank.
The last example is related to the triple (Ireland, contains, Cork). The result
demonstrates that the two sentences have the equal attention weight expressing
the relation that Cork is located in the Ireland.

5 Conclusion

In this paper, we develop BIGRU with multi-level attention, which automatically
realizes learning features from data and makes full use of all informative words



Table 3. Three examples of sentence-level attention in NYT corpus

Relation Founders

Low Sports Sunday new act for a media mogul Robert L. Johnson
sold Black Entertainment Television in 2000.

High For, mrs. clinton, the strategy for reaching black voters at this

early stage of, the campaign followed by phone calls to reinforce
her candidacy from her, husband and supporters like Robert L.
Johnson, who founded Black Entertainment Television.

Relation Founders

Low Muhammad Yunus, who won the Nobel peace prize last year,
demonstrated with Grameen Bank the power of microfinanc-
ing.

High On Sunday, though, there was a significant shift of the tec-

tonic plates of Bangladeshi politics, as Muhammad Yunus,
the founder of, a microfinance empire known as the Grameen
Bank and the winner of, the 2006 Nobel peace prize ...
Relation Contains

Equal ConocoPhillips, the third-largest American oil company, began
producing some diesel from, soybean oil last year at a plant in
Cork, Ireland.

Equal Zingerman’s is unique in that it has a continental reach in the
united states, said Peter Foynes, curator of the butter museum
in Cork, Ireland ...

and sentences. We adopt word-level attention integrated with sentence-level at-
tention to achieve better instance representation for the distant supervised re-
lation extraction task. In practice, we evaluate our model on a widely used
dataset to present the effect of multi-level attention mechanism. Experimental
results show that our model outperforms not only state-of-the-art feature based
methods but also neural network methods.
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