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Abstract. We consider an adaptation of the simplex embedding method to the decomposition of large-scale convex problem with sparse block-wise constraint matrix. According to the Lagrangean relaxation technique such problem is reduced to the maximization of nondifferentiable concave function with subgradient that can be easily calculated at each feasible point. Simplex embedding method with modifications gives us the appropriate performance to optimize nondifferentiable function that will be demonstrated on the numerical tests.
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1 Introduction

Mathematical models are widely spread in different areas of our life and appear in economics, business, engineering and social sciences. To get proper vision of real object functioning and obtain reliable optimizing model parameters one can use the mathematical programming technique in which a system is represented by an objective function and several constraints. There are lots of mathematical programming problems that have huge number of variables and constraints due to the system they are related to. As the examples we can notice multidivisional problems with large number of subsystems, combinatorial problems containing large amount of model alternatives, dynamic problems with many replicating constraints or variables and stochastic problems with large amount of possibilities involved [10].

When we come across the large or too complicated mathematical programming problems it is sometimes necessary or more convenient to apply decomposition approaches. As a rule large-scale problems have a block-wise structure of
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matrix constraints and can be split into less dimension problems using different decomposition methods.

Dantzig-Wolfe decomposition [8] and Benders decomposition [5, 22] are the most representative methods of all decomposition techniques. A comprehensive survey up to 1979 year of developing these methods is given in [18]. Decomposition procedures in terms of algorithmic applications and questions about convergence of decomposition methods are discussed in [9].

Our interest within this article is concentrated on the Lagrangean relaxation technique for the decomposition problems. Such approach is used for reducing the initial large-scale problem to the maximizing of the nondifferentiable concave function with the subgradient that can be easily calculated at each feasible point. Detailed description of Lagrangean relaxation technique is given in [15, 6, 16]. In considering mixed integer nonlinear programming we refer to [17] where Lagrangean relaxation method is applied. Once we apply the Lagrangean relaxation technique the nondifferentiable optimization method must be chosen. In [6, 11] different methods of nondifferentiable optimization problems (subgradient methods [24], cutting plane methods [20], bundle methods [3]) are represented in terms of their applying to the decomposition problems.

One of the significant source of the large-scale optimization problems is a stochastic nature of the complex systems under study. In [23] it is represented the applying of decomposition methods to the convex stochastic programming problems.

Notice at last that decomposition is commonly used in practical applications as network design problems [4, 7], network utility problems [21] and producing problems [6].

The current work continues the series of articles [2, 12–14] devoted to the simplex embedding method modifications and applications of the method to solving convex optimization problems. We present the adaptation of simplex embedding method to solving large sparse convex optimization problems by means of decomposition technique. This technique will be introduced in the section 3. We use the simplex embedding method modification with cutting plane shift that demonstrated quite good performance according to the numerical experiments implemented in [14]. The simplex embedding method with corresponding algorithm of implementation will be presented in the section 4. We will give the algorithm of combining the method modification with the decomposition procedure in the section 5. The results of numerical experiment will be demonstrated in the section 6. We conclude the paper with a short discussion of results in the section 7.
2 Problem Statement

We aim to solve the following convex optimization problem

\[
\begin{align*}
\text{minimize} & \quad f(x) \\
\text{subject to} & \quad Ax \leq b, \\
& \quad Dx \leq d, \\
& \quad x \geq 0,
\end{align*}
\]

(1)

where matrix \( A \) is the \( m_1 \times n \)-dimensional matrix, \( D \) is the \( m_2 \times n \)-dimensional matrix that has block-wise structure with \( K \) blocks

\[
D = \begin{bmatrix} D_1 & 0 \\
D_2 & \ddots \\
0 & D_K \end{bmatrix},
\]

\( x \in \mathbb{R}^n, b \in \mathbb{R}^{m_1}, d \in \mathbb{R}^{m_2} \). Function \( f : \mathbb{R}^n \to \mathbb{R} \) is convex function that can be represented as a sum of separable items

\[ f(x) = f_1(x_1) + f_2(x_2) + \ldots + f_K(x_K). \]

Vectors \( x, d \) can be split into subvectors that are corresponded to one of the \( k \)-th block, \( k = 1, \ldots, K \):

\[
x = (x_1, \ldots, x_K), \\
d = (d_1, \ldots, d_K),
\]

matrix \( A \) is split into submatrixes \( (A_1, \ldots, A_K) \).

Let us introduce polytopes \( X_k, k = 1, \ldots, K \) for notation convenient:

\[ X_k = \{ x_k | D_k x_k \leq d_k; \ x_k \geq 0 \}, \quad k = 1, \ldots, K. \]

Then the problem (1) can be represented in the following form:

\[
\begin{align*}
\text{minimize} & \quad \sum_{k=1}^{K} f_k(x_k), \\
\text{subject to} & \quad \sum_{k=1}^{K} A_k x_k \leq b, \\
& \quad x_k \in X_k, \quad k = 1, \ldots, K.
\end{align*}
\]

(2)

The problem (2) corresponds to so called complicating constraints problem. It means that the structure of constraints is represented not only by the separable blocks \( D_k x_k \leq d_k, \ k = 1, \ldots, K \) but also it is represented by constraints \( Ax \leq b \) joining these blocks. We will consider only problems with this constraint structure. Figure 1 reflects schematically the structure of such problems.
3 Lagrangean Relaxation

Let us describe the Lagrangean relaxation technique for solving the problem (2).

We associate the Lagrangean multiplier \( \lambda_i \geq 0, i = 1, \ldots, m \) with each complicating constraint and form the Lagrangean function:

\[
L(x, \lambda) = f(x) + \lambda^T (Ax - b) = \sum_{k=1}^{K} \left( f_k(x_k) + \lambda^T A_k x_k \right) - \lambda b.
\]

A dual function is defined in the following way

\[
\omega(\lambda) = \min_{x \in X} \{L(x, \lambda)\} = \sum_{k=1}^{K} \min_{x_k \in X_k} \left\{ f_k(x_k) + \lambda^T A_k x_k \right\} - \lambda b,
\]

\[X = X_1 \times X_2 \times \ldots \times X_K.\]

Notice that the calculation of the dual function value is split into solving the optimization subproblems

\[
\begin{align*}
\text{minimize} & \quad f_k(x_k) + \lambda^T A_k x_k, \\
\text{subject to} & \quad D_k x_k \leq d_k, \\
& \quad x_k \geq 0.
\end{align*}
\]

Each of subproblem from (3) is the less dimensional convex problem in comparison with initial problem (2). Using performance of multiprocessor systems one can get an appropriate accelerate in calculations. To find the optimal solution of the problem

\[
\begin{align*}
\text{maximize} & \quad \omega(\lambda), \\
\text{subject to} & \quad \lambda \geq 0,
\end{align*}
\]

we need to consider several important properties of the function \( \omega \) [15, 16].

Let us first give the definition of a saddle point for the function \( L \).
Definition 1. A point \((x^0, \lambda^0)\) is said to be a constrained saddle point for \(L(x, \lambda)\) if it satisfies
\[
L(x^0, \lambda^0) \leq L(x, \lambda^0), \quad \text{for all } x \in X,
\]
\[
L(x^0, \lambda^0) \geq L(x^0, \lambda), \quad \text{for all } \lambda \geq 0.
\]

The main properties of the function \(\omega\) is given below.

1. Function \(\omega\) is concave and nondifferentiable.
2. If the problem (2) has the solution \(x^*\) with finite value then there exists a saddle point and for all \(\lambda \geq 0\) and for all solution \(x\) of the problem (2) we have the following expression
\[
\omega(\lambda) \leq \omega(\lambda^*) = f(x^*) \leq f(x),
\]
where \(\lambda^*\) is the optimal solution of the dual problem.
3. Let the vector \(\hat{x}_k, k = 1, \ldots, K\) be the optimal solution of the problem (3), then the vector
\[
\gamma = \sum_{k=1}^{K} A_k \hat{x}_k - b
\]
defines the subgradient of the function \(\omega\) at the point \(\lambda\).

A correspondence between the solution \(\lambda^*\) for the dual problem and the solution \(x^*\) for the initial problem (2) is set by the following theorems [15].

Theorem 1. Let \(\lambda^0 \geq 0\). A point \((x^0, \lambda^0)\) is a constrained saddle point for \(L(x, \lambda)\) if and only if
\[
x^0 \text{ minimizes } L(x, \lambda^0) \text{ over } X,
\]
\[
Dx^0 \leq d,
\]
\[
\lambda^0 (Ax^0 - b) = 0.
\]

Theorem 2. If \((x^0, \lambda^0)\) is a saddle point for \(L(x, \lambda)\), then \(x^0\) solves the primal problem (2).

Since a Subgradient of the Dual Function \(\omega\) at Each Point \(\lambda \geq 0\) Can Be Calculated It is Possible to Apply One of the Nondifferentiable Convex Optimization Method (concave in Our Case). In the Section Below We Introduce the Simplex Embedding Method Adapted for the Decomposition Technique.

4 Simplex Embedding Method

Simplex embedding method [1] is a centered cutting plane method that uses \(n\)-dimensional simplexes to localize the problem solution. The main idea of the method is similar to the well-known ellipsoid method [19]. To find the optimization problem solution one need to embed the feasible set of the problem to initial simplex. Then it is drawn the cutting plane through a simplex center.
This cutting plane divides simplex into two parts. The key step of the method is in embedding the truncated simplex containing the problem solution into a new minimal volume simplex. Then all the procedures repeat one more time for obtained minimal volume simplex. Implementation of such steps continues up to getting a simplex with a quite small volume. Then the algorithm is terminated.

To start the detailed method description we will give some important definitions.

Definition 2. Let $S$ be the subset of $R^n$. We call $S$ the simplex if it has the following form

$$S = \left\{ x \in R^n : x = x^0 + \sum_{i=1}^{n} \sigma_i (x^i - x^0) , \sigma_i \geq 0, \sum_{i=1}^{n} \sigma_i \leq 1 \right\}$$

where $x^0$ is the simplex vertex, $(x^1 - x^0, ..., x^n - x^0)$ are the simplex edges that form basis in $R^n$.

Definition 3. The center of the simplex $S$ is the point $x^c \in S$ defined by the expression

$$x^c = \frac{1}{n+1} (x^1 + ... + x^n).$$

Definition 4. The volume of the simplex $S$ is defined by the next formula

$$V(S) = \frac{1}{n!} |\det (\bar{X})|,$$

where $\bar{X}$ is the $n \times n$ dimension matrix. The columns of this matrix are represented by the vectors $x^1, x^2, ..., x^n$.

Definition 5. Each hyperplane of the form

$$L = \{ x : g^T (x - x^c) = 0 \}$$

is called the cutting hyperplane passing through the center $x^c$ in the simplex $S$.

Definition 6. The vertex $x^i$ of the simplex $S$ is said not to be cut off by the cutting hyperplane $L$ if

$$\alpha_i = g^T (x^i - x^c) < 0,$$

and this vertex is cut off if $\alpha_i \geq 0, i = 0, ..., n$.

The immersion procedure of truncated simplex into a new minimal volume simplex is the important principle of the method. It provides the convergence to the optimal problem solution. According to (7) let us define a new minimal volume simplex containing a truncated simplex $S_G$ in the following form:

$$S(\tau) = \left\{ x : x = x^0 + \tau_1 \sigma_1 (x^1 - x^0) + ... + \tau_n \sigma_n (x_n - x^0) , \sum_{i=1}^{n} \sigma_i \leq 1, \sigma_i \geq 0, i = 1, ..., n \right\}$$

The theorem below contains the description of minimal volume simplex constructing [1].
Theorem 3. The minimal volume simplex $S(\tau^*)$ containing a simplex $S_G$ is defined by the parameters

$$\tau^* = 1 + \alpha_i t^*, \ i = 1, \ldots, n,$$

where $t^*$ is the solution of one-dimensional optimization problem

$$\min_{0 \leq t \leq -1/\alpha_0} \prod_{i=1}^{n} (1 + \alpha_i t)^{-1}, \ \alpha_0 = \min_{0 \leq i \leq n} \alpha_i.$$

The following theorem gives the estimation of the method convergence [1].

Theorem 4. Let $S \subset \mathbb{R}^n$ be the $n$-dimensional simplex, $x_c$ is the center of the simplex, $S_G = \{x \in S, \ g^T(x - x_c) \leq 0\}$ is truncated simplex. Simplex $S_G$ can be immersed into a simplex $S^*$ so that the following relation between the volumes $V(S)$ and $V(S^*)$ of the simplexes $S$ and $S^*$ is fulfilled:

$$\frac{V(S^*)}{V(S)} \leq \begin{cases} \frac{1}{2}, & k = 1, \\ \frac{k}{k+1} & k = 1, \\ \frac{k}{k-1} & 2 \leq k \leq n, \end{cases}$$

where $k$ is the amount of saved vertices after drawing a cutting hyperplane through the simplex center, $S^*$ is the minimal volume simplex constructed according to the theorem 3.

Convergence estimation obtained in (10) depends only on the amount of saved simplex vertices. The less vertices are saved the higher convergence rate of the method is obtained. As soon as only one simplex vertex is saved the analogue of dichotomy method can be obtain.

Let us introduce the general algorithm for the simplex embedding method implementation to solve the optimization problem

$$\begin{array}{ll}
\text{minimize} & f_0(x) \\
\text{subject to} & f_i(x) \leq 0, \ i = 1, \ldots, m,
\end{array}$$

where $f_i(x), i = 0, \ldots, m$ are convex functions, $x \in \mathbb{R}^n$.  

Step 0. Choose an initial simplex $S^0$ with matrix $X^0$ so that $S^0$ contains a feasible set of the problem (11). Set the accuracy parameter $\varepsilon$ and put $\rho^0 = 1$. Iteration $k$, $k = 0, 1, 2, \ldots$, proceeds as follows.

Step 1. Find the simplex center $x_c^k$ using the formula (8).

Step 2. Compute maximal residual

$$h_k = \max_{1 \leq i \leq m} \{0, f_i(x_c^k)\} = f_s(x_c^k).$$

Step 3. Find the cutting plane normal

$$a_k = \begin{cases} \partial f_0(x_c^k), & \text{if } h_k = 0, \\ \partial f_i(x_c^k), & \text{if } h_k > 0, \end{cases}$$

where $\partial f_i(x_c^k)$ is the subgradient of the convex function $f_i$ at the point $x_c^k$.  

Step 4. Construct the truncated simplex
\[ S^k_G = \{ x : x \in S_k, (a_k, x - x^k_c) \leq 0 \} . \]

Step 5. Find the parameters \( \alpha^k \) using (9) and compute the stretch coefficients \( \tau^k \) following the directions of the theorem 3. Define \( p = \min_{0 \leq i \leq n} \alpha_i \).

Step 6. Find simplex \( S^{k+1} \) with matrix \( X^{k+1} \)
\[
X^{k+1}_{ij} = \begin{cases} 
X^k_{pj} + \tau^k_i (X^k_{ij} - X^k_{pj}), & i \neq p, \ i = 0, 1, \ldots, n, \\
X^k_{ij}, & i = p, \ i = 0, 1, \ldots, n, 
\end{cases}
\]

Step 7. Define the maximum edge of the simplex \( S^{k+1} \):
\[
\rho^{k+1} = \max_{i,j \neq i} \| v^k_i - v^k_j \|, \ i \neq j,
\]
where \( v^k_i, i = 0, \ldots, n \) is the coordinate of the \( i \)-th vertex of the simplex \( S^k \).

Step 8. If \( \rho^{k+1} \leq \varepsilon \) then terminate the algorithm with \( \varepsilon \)-optimal solution \( x^k_c \).
Otherwise increment \( k \to k + 1 \) and move to the Step 1.

According to the results of the theorem 4 several modifications of the simplex embedding method were developed. The simultaneous introduction of several cutting planes into the simplex was considered in [2]. The technique of subdifferential description for a special class of convex nondifferentiable functions was represented in [12]. Such description was used to form a resulting cutting plane to cut off as much simplex vertices as possible. Constructing the minimal volume simplex around the certain set of points is considered in [13]. The inactive constraints identification by means of simplex embedding method and numerical comparison of the simplex embedding method modifications with cutting plane shift were considered in [14]. These modifications reduce the volume of truncated simplex containing the optimal solution and improves the method convergence.

To give an explanation of the cutting plane shift modification suppose we have a current simplex center \( x_c \) and the set of linear constraints \( a_i x \leq b_i \), where \( a_i, x \in \mathbb{R}^n, i = 1, \ldots, m, b \in \mathbb{R}^m \). The modified algorithm of simplex embedding method has the following form.

Step 1. Calculate the residuals at the point \( x_c \): \( \delta_i = a_i x_c - b_i, i = 1, \ldots, m \).

Step 2. Define the maximal residual and corresponding residual number:
\[
\delta_{\max} = \max_{i=1,\ldots,m} \delta_i, \ i_\delta = \max_{i=1,\ldots,m} \delta_i = \delta_{\max} .
\]

Step 3. Define a new cutting plane
\[
L_k = \{ x : a_{i_\delta} x - b_{i_\delta} = 0 \} .
\]

Numerical tests represented in [14] showed better performance of the modified algorithm for solving the set of nondifferentiable optimization problems. The way of obtaining a subgradient for the problem (4) includes an additional computational procedure that we will describe in the next section in details. Such procedure prevents us from direct comparison with the results from the work [14]. Nevertheless simplex embedding method modification with cutting plane shift is applicable for solving the decomposition problem.
5 Decomposition Algorithm

To solve the problem (2) we can implement a two-level decomposition technique with the first level solving subproblems (3) and the second level adjusting the multipliers $\lambda$ by means of simplex embedding method. The detailed algorithm of such technique is given below.

**Step 0.** Choose initial values $\lambda_0 \geq 0$. Iteration $i$, $i = 0, 1, 2, \ldots$, proceeds as follows.

**Step 1.** Solve the subproblems (3) with $\lambda = \lambda_i$ obtaining the solution $x(\lambda_i)$.

**Step 2.** Calculate the subgradient of the function $\omega(\lambda)$:

$$
\gamma_i = \sum_{k=1}^{K} A_k x_k(\lambda_i) - b.
$$

**Step 3.** Input the obtained subgradient $\gamma_i$ to the simplex embedding method to get a new point $\lambda_i^*$. 

**Step 4.** If the simplex embedding method is terminated due to its inner stopping criterion then we terminate the decomposition algorithm with the solution $\lambda_i^*$ of dual problem (4). Otherwise increment $i \rightarrow i + 1$, define $\lambda_{i+1} = \lambda_i^*$ and move to the Step 1.

6 Preliminary Numerical Experiment

To test the two-level decomposition technique we used simplex embedding method modification with cutting plane shift [14]. Preliminary numerical testing was carried out on the decomposition problems that were generated automatically in the form (2) with random matrices $A$ and $D$ and objective function $\sum_{i=1}^{n} x_i^2$. Solution $x^*$ was set beforehand to obtain vectors $b = Ax^*$, $d = Dx^*$. The average results of numerical test series are represented in the table below where we give a comparison with the subgradient method. Each test series consisted of 5 problems of corresponding dimension. We accepted the following notation: $SGM$ – subgradient method, $SEM$ – simplex embedding method with cutting plane shift, $n$ – number of variables, $m$ – number of constraints, $k$ – number of separable constraint blocks, $\text{iter}$ – number of iterations, $\text{time}$ is given in seconds. We took the accuracy parameter for both algorithms $\varepsilon = 10^{-3}$. All calculations were implemented in Matlab system on the computer fitted with 8-core processor AMD FX-8350 that has 4 GHz clock speed per each core. RAM of the computer was 8 Gb.

<table>
<thead>
<tr>
<th>$m,n,k$</th>
<th>$SGM$</th>
<th>$SEM$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>iter</td>
<td>time</td>
</tr>
<tr>
<td>10, 10, 5</td>
<td>&gt;2000</td>
<td>&gt;80</td>
</tr>
<tr>
<td>50, 50, 5</td>
<td>&gt;2000</td>
<td>&gt;250</td>
</tr>
<tr>
<td>100, 100, 10</td>
<td>&gt;2000</td>
<td>&gt;1000</td>
</tr>
<tr>
<td>150, 150, 15</td>
<td>&gt;2000</td>
<td>&gt;1000</td>
</tr>
</tbody>
</table>
7 Conclusions

We implemented a preliminary numerical testing of simplex embedding method with one of the possible modification that demonstrated better performance than subgradient method. Flexible and adaptive structure of the simplex embedding method makes it a perspective method for solving decomposition problems by means of Lagrangean relaxation technique.
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