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Abstract

In the modern era, all services are maintained
online and everyone use it to speed up their
day to day activities. This include social as
well as financial activities which involves us-
age of sensitive information to carry out the
intended task. With the increase in usage of
such facilities put forth the importance of se-
curing the data used to perform such actions.
Over the last decade phishing has become a
serious threat to the society by stealing sensi-
tive information to get hold of these facilities.
This is considered to be the most profitable
cybercrime and according to IBMs X-Force re-
searchers statistics, the number of people be-
coming the victim of such activities are in-
creasing tremendously. As the risk of phish-
ing emails are increasing steadily, the need to
detect and overcome such situations stands as
one of the highest priority task at hand. In
the present work, we will use non-sequential
representation such as term document matrix
approach followed by Singular Value Decom-
position (SVD) and Nonnegative Matrix Fac-
torization (NMF) to model phishing email de-
tection as a supervised classification problem
to detect phishing emails from legitimate ones.
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1 Introduction

The growth of internet has revolutionized the digital
era. This revolution has changed entirely the way we
communicate, carry out business, advertisement etc.
In fact, in today’s world in order to establish a success-
ful business a web presence is mandatory. And in all
cases important communications takes place through
email. At the same time there are instances where
phishing emails are send to users and the main goal of
such emails is to steal sensitive information of the user.
Phishing emails does this by sending emails claiming to
originate from some trusted sources. And these emails
contain links or attachments which tries to get sensi-
tive information from the user. In such a scenario an
efficient mechanism that detects and classify phishing
emails has to be addressed. The conventional tech-
niques used are blacklisting, greylisting and whitelist-
ing. In the case of blacklisting, IP and email address
of those mails which attempts to collect the private
information of users are stored in a list and all emails
arrived from the email address specified in the list are
marked as phishing scams. Whitelist functions exactly
opposite to blacklist by allowing emails from trusted
users specified in the whitelist. The drawback of these
methods is the requirement of human involvement in
defining and updating the list and it also fails at de-
tecting the new or the variants of existing phishing
email. The other popular method include Bayesian
filters, a heuristic approach. Bayesian filters are pop-
ularly used detection techniques during 1990s. With
the increase in the computational capability, there is
a paradigm shift from conventional techniques to data
driven techniques. Data driven techniques popularized
the impact of machine learning in the area of cyber se-
curity [NVK™15] in unfathomable ways.



Table 1: Training email corpus details

Training Dataset | Legitimate | Phish | Total
No header 5088 612 5700
With header 4082 501 4583

Table 2: Testing email corpus details

Testing Dataset | Total
No header 4300
With header 4195

There has been significant amount of research going
on in the direction of phishing email classification. Re-
searchers have come up with many mathematical mod-
els to detect phishing emails. Some of the commonly
used techniques are naive bayes classifier, boosted de-
cision tree [CMO01], SVM [DWV99a], LVQ-based neu-
ral network [CXMXO05] etc. These methods needs a
Bayesian prior knowledge about the nature of phish-
ing emails [SVKS15], [BVP].

Recent trends in the field of computer vision and
Natural Language Processing (NLP), clearly conveys
the potential use of machine learning techniques to
tackle many significant problems in these areas. In
such a situation our research mainly focus on ma-
chine learning based solution to classify emails as ei-
ther phishing or legitimate. In this paper the authors
used Term Document Matrix (TDM) for non sequen-
tial representation of the corpus. Feature engineer-
ing is an important step in all machine learning tasks.
In order to extract the important features SVD and
NMF is applied on the data. These are then passed
to machine learning algorithms like Decision tree, K-
NN, Naive Bayes, Random forest, SVM and logistic
regression.

The remaining part of the paper is arranged as fol-
lows: Section 2 represents related works, Section 3
discusses the model altogether, covering dataset de-
scription, representation of the data and highlights the
methodology used, Section 4 and 5 represents results
and conclusion respectively followed by acknowledge-
ment.

2 Related Works

Phishing attacks are serious cyber threats for both
multinational companies as well as users. These emails
seems like they are legitimate but contains malicious
contents which can steal important information like
bank account number, credit card details etc, and
bring huge loss to individuals and organizations. This
calls the importance of segregating such emails. Meth-
ods like blacklisting requires human intervention to
manually select and classify the emails. While on the

other hand there are feature engineering techniques
which analyses the contents of emails and helps in the
classification process. In [SDHH9S], the work has con-
veyed the importance of phishing specific features for
classification. In [KMAHO04] the classfication error was
reduced by utilizing the temporal relation in email se-
quence and using those as features. Heuristics based
feature selection was highlighted in [MWO04]. Due to
the growth of computing facilities, data driven meth-
ods were widely used in email classification. In [Faw03]
and [Gee03] data mining techniques were introduced
for filtering non-legitimate emails. Also [DWV99b)
used PCA as a pre processing technique for extracting
features as well as for dimensionality reduction. Au-
thors in [ANNWNO07] has used machine learning based
models like logistic regression, SVM and random forest
for classifying emails as either phishing or legitimate.
In this work we make use of the importance of dimen-
sionality reduction and TDM representation of data.
For dimensionality reduction we use SVD and NMF.
The representation is then followed by application of
classical machine learning techniques on the processed
data.

3 Proposed Architecture

The proposed architecture for an anti-phishing frame-
work to detect phishing emails from legitimate ones
is explained using a flow chart in Figure 1. The same
model is used in both the cases where the data contains
emails with and without header. Detailed explanation
of all the levels are given below.

3.1 Dataset description

As part of the anti-phishing shared task at first secu-
rity and privacy analytics(IWSPA-AP 2018) two sub-
tasks were held. Task 1 is classifying Email with head-
ers and Task 2 is Email with no headers. The dataset
details [EDMB™T 18|, [EDB'18] is provided in Tables 1
and 2 above.

3.2 Dataset representation

Data representation is considered to be the most im-
portant part in any machine learning task and need
to be chosen properly depending on the nature of the
dataset. The corpus received for the shared task con-
tains text and special symbols. So, the first step is
to produce meaningful representation of the data. In
this work, for all the experiments TDM is used for the
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Figure 1: Proposed architecture for phishing email detection

numerical representation of the data for both the sub-
tasks given. After doing the representation the second
step involves feature extraction and dimensionality re-
duction. This is carried out using Singular Value De-
composition (SVD) and Non-negative Matrix factor-
ization (NMF) methods. For this, the TDM is passed
to the feature extraction block. In the feature extrac-
tion block, the rank is taken as 30 for all the cases
which means, the number of columns of the train and
test data matrix will be taken as 30 after doing the di-
mensionality reduction. This numeric representation
of the data is then passed to all the different ma-
chine learning algorithms for classificaiton. Figure 1
describes the steps involved in the proposed architec-
ture. The proposed architecture consists of 5 blocks.
Block 1 represents the raw dataset ie. the set of emails
with and without headers. In block 2 the data is pre-
processed by removing the special characters and un-
necessary details from the raw data. Block 3 repre-

sents the process of data representation of the emails.
The data representation is followed by dimensional-
ity reduction block where SVD and NMF technniques
are applied to the input from block 3. This is passed
to block 5 where different classical machine learning
algorithms are incorporated. Finally the emails are
classified as either legitimate or phishing. The mathe-
matical formulation of the task is as follows:

e Given a set of emails represented as D =
[e1, €2, ..., and its classes like C' = [c1, ca, ...cp)-
The class values are either 0 or 1. The machine
learning models used in the work learn from the
training data and label accordingly. After the
learning process, the model is used to predict the
classes for unseen test data.



Table 3: Results for train set using TDM representation followed by classical ML

TDM Task Accuracy (%) | Precision | Recall | F1-Score
Decision Tree Subtask 1 96.7 0.881 0.791 | 0.833
KNN Subtask 1 94.3 0.932 0.490 | 0.642
Logistic Regression | Subtask 1 89.3 1.00 0.053 | 0.100
Naive Bayes Subtask 1 94.8 0.780 0.704 | 0.740
Random Forest Subtask 1 97.4 1.0 0.750 | 0.857
AdaBoost Subtask 1 98.3 0.966 0.867 | 0.914
SVM Subtask 1 98.0 0.916 0.88 0.902
Decision Tree Subtask 2 99.9 0.994 1.00 0.997
KNN Subtask 2 99.7 0.983 0.988 | 0.985
Logistic Regression | Subtask 2 99.9 1.00 0.994 | 0.997
Naive Bayes Subtask 2 98.5 1.00 0.865 | 0.928
Random Forest Subtask 2 100 1.0 1.0 1.0
AdaBoost Subtask 2 100 1.0 1.0 1.0
SVM Subtask 2 99.9 1.0 0.994 | 0.997
3.2.1 Data representation of samples with  SVM. The metrics used for analyzing the performance

headers:

e TDM representation of data is done and the vo-
cabulary is built using train and test data

e SVD or NMF is used for feature extraction and
dimensionality reduction

e Step 2 is followed by applying different classical
ML techniques like Decision Tree, Random Forest,
AdaBoost, KNN and SVM

3.2.2 Data representation of samples with no
headers:

e Data Preprocessing- data preprocessing involves
counting the number of @, # symbol in each data
sample. Then @ and # counts are removed from
orginal corpus

e TDM representation of data, followed by append-
ing the @ count and # count

e SVD or NMF is applied for feature extraction and
dimensionality reduction

e Step 3 is followed by applying different classical
ML techniques like Decision Tree, Random For-
est, AdaBoost, KNN and SVM on the numeric
representation of the data

3.3 Methodology

The paper discusses classical machine learning ap-
proaches like Decision Tree, K- Nearest Neighbors, Lo-
gistic Regression, Naive Bayes, Random Forest and

of the model are as follows:
1. Accuracy
2. Precision
3. Recall
4. F1-Score

For numeric representation of data TDM is used.
The TDM matrix is passed to SVD and NMF for ex-
tracting best features.

e SVD decomposes a matrix as the product of three

different matrices. These matrices can be geo-
metrically interpreted as rotation, stretching, ro-
tation. The mathematical representation of SVD
is: A= UXVT where U represents the orthonor-
mal eigenvectors of AAT. And V7 represents the
orthonormal eigenvectors of AT A. Tt is a diagonal
matrix and represents the singular values. For ex-
tracting features the product of U is sufficient. In
all the cases the rank is chosen as 30. So the re-
sultant train and test dataset size will be reduced
to, total no of data points x 30.

The second technique used for feature extraction
is NMF. It factorizes a matrix as the product of
two matrices i.e, W and H. These matrices does
not contain any negative elements. The TDM is
passed as the input to NMF. NMF generates a
list of topics. These topics acts as a basis for
representing the original dataset.



Table 4: Results for train set using TDM with SVD followed by classical ML

TDM with SVD Task Accuracy (%) | Precision | Recall | F1-Score
Decision Tree Subtask 1 91.5 0.589 0.628 | 0.607
KNN Subtask 1 94.0 0.792 0.582 | 0.671
Logistic Regression | Subtask 1 93.3 0.824 0.454 | 0.586
Naive Bayes Subtask 1 29.7 0.125 0.959 | 0.221
Random Forest Subtask 1 95.2 0.914 0.597 | 0.722
AdaBoost Subtask 1 94.7 0.808 0.643 | 0.716
SVM Subtask 1 94.2 0.816 0.566 | 0.669
Decision Tree Subtask 2 97.4 0.898 0.871 | 0.884
KNN Subtask 2 99.7 0.994 0.977 | 0.985
Logistic Regression | Subtask 2 99.5 0.971 0.988 | 0.980
Naive Bayes Subtask 2 75.1 0.309 0.971 | 0.469
Random Forest Subtask 2 99.3 1.00 0.942 | 0.970
AdaBoost Subtask 2 99.5 0.988 0.971 | 0.979
SVM Subtask 2 99.3 0.960 0.977 | 0.968

Table 5: Results for train set using TDM with NMF followed by classical ML

TDM with NMF Task Accuracy (%) | Precision | Recall | F1-Score
Decision Tree Subtask 1 91.4 0.581 0.638 | 0.608
KNN Subtask 1 92.7 0.709 0.510 | 0.593

Logistic Regression | Subtask 1 89.6 0 0 0

Naive Bayes Subtask 1 34.8 0.133 0.954 | 0.234
Random Forest Subtask 1 94.6 0.899 0.546 | 0.679
AdaBoost Subtask 1 94.6 0.794 0.648 | 0.713
SVM Subtask 1 90.6 0.686 0.179 | 0.283
Decision Tree Subtask 2 98.9 0.948 0.953 | 0.950
KNN Subtask 2 97.7 0.936 0.854 | 0.893
Logistic Regression | Subtask 2 89.3 1.00 0.053 | 0.100
Naive Bayes Subtask 2 72.4 0.289 0.988 | 0.447
Random Forest Subtask 2 99.5 0.982 0.977 | 0.979
AdaBoost Subtask 2 99.7 1.0 0.977 | 0.988
SVM Subtask 2 97.6 0.979 0.807 | 0.885




Table 6: Summary of test set results for TDM with SVD representation followed by classical ML

TDM with SVD Task Accuracy (%) | Precision | Recall | fl-score | TP | TN | FP | FN
Decision Tree Sub task 1 73.32 0.875 0.815 0.844 3121 | 32 | 443 | 704
KNN Sub task 1 87.79 0.889 0.985 0.9349 | 3770 470 | 55
Logistic Regression | Sub task 1 88.744 0.889 0.997 0.940 3816 475 9
Naive Bayes Sub task 1 72.97 0.874 0.813 0.842 3110 | 28 | 447 | 715
Random Forest Sub task 1 88.906 0.889 0.999 0.941 3823 475 2
Ada Boost Sub task 1 88.581 0.889 0.995 0.9394 | 3809 475 | 16
SVM Sub task 1 88.302 0.888 0.992 0.93786 | 3796 474 |1 29
Decision Tree Sub task 2 82.86 0.886 0.923 0.904 3417 | 59 | 437 | 282
KNN Sub task 2 87.55 0.8812 0.992 0.933 3672 1 495 | 27
Logistic Regression | Sub task 2 67.29 0.854 0.758 0.803 2804 | 19 | 477 | 895
Naive Bayes Sub task 2 84.41 0.882 0.949 0.914 3511 | 30 | 466 | 188
Random Forest Sub task 2 88.17 0.881 1 0.937 3699 496 0
Ada Boost Sub task 2 88.17 0.881 1 0.937 3699 496 0
SVM Sub task 2 54.11 0.8290 0.604 0.6989 | 2235 | 35 | 461 | 1464
Table 7: Summary of test set results for TDM with NMF representation followed by classical ML
TDM with NMF Task Accuracy (%) | Precision | Recall | fl-score | TP | TN | FP | FN
Decision Tree Sub task 1 86.69 0.916 0.935 0.926 3580 | 148 | 327 | 245
KNN Sub task 1 90.34 0.9338 0.959 0.946 3670 | 215 | 260 | 155
Logistic Regression | Sub task 1 89.06 0.890 1 0.9421 | 3825 470 0
Naive Bayes Sub task 1 82.09 0.8831 0.920 0.901 3521 466 | 304
Random Forest Sub task 1 89.06 0.891 0.998 0.942 3820 465 5
Ada Boost Sub task 1 89.18 0.895 0.994 0.942 3803 | 32 | 443 | 22
SVM Sub task 1 91.41 0.913 0.9976 0.953 3816 | 115 | 360 5
Decision Tree Sub task 2 65.74 0.857 0.733 0.790 2715 | 43 | 453 | 984
KNN Sub task 2 75.733 0.867 0.855 0.861 3163 | 14 | 482 | 536
Logistic Regression | Sub task 2 88.15 0.881 0.999 0.937 3698 | 0 | 496 1
Naive Bayes Sub task 2 54.42 0.844 0.592 0.696 2191 | 92 | 404 | 1508
Random Forest Sub task 2 71.13 0.913 0.742 0.819 2747 | 237 | 259 | 952
Ada Boost Sub task 2 71.99 0.910 0.7566 0.826 2799 | 221 | 275 | 900
SVM Sub task 2 70.05 0.903 0.739 0.813 2737 | 202 | 294 | 962




4 Results

The datasets provided are highly imbalanced, and still
gives considerably high classification accuracy. The
following tables lists the performance of each classi-
cal machine learning techniques applied for the formu-
lated binary classification problem to detect whether
an email is phishing or legitimate. In the Tables 3, 4
and 5 the results obtained are for predicting the labels
for the training data by using sklearn train-test split
where 33% of the training data is used for validating
the result and the rest for training the model. From
the results obtained, Random Forest has outperformed
all other techniques for the training data set. Test data
results are provided in Table 6 and 7. Table 6 describe
the results for classification using TDM with SVD for
both subtasks. Table 7 represent the results for clas-
sification using TDM with NMF for both subtasks.
The shared task organizers had given the true positive
(TP), true negative (TN), false positive (FP) and false
negative (FN) values for test dataset which are listed
in Table 6 and 7 along with accuracy, precision, recall
and F1l-score, which are estimated taking TP, TN, FP
and FN values and using it in the following equations:

B (tp + tn)
accuracy = T fpsint o) (1)
precision = (tpj—ipfp) (2)
— tp
recall = T ) (3)
f1— score = (2 tp) (4)

(2xtp+ fp+ fn)

5 Conclusion

The paper focuses on phishing email detection which
is a major threat in the present scenario. For both
the subtasks numeric representation of data is done
using the methodology, TDM with SVD and TDM
with NMF. These representations are followed by ap-
plying classical machine learning techniques to the
data inorder to classify an email as phishing or legiti-
mate. One of the drawback with the current model is
that the proposed mechanism relies on feature selec-
tion, which requires domain knowledge. To overcome
this issue deep learning models can be incorporated,
which can learn more complex patterns from the raw
data and use it as features that produce more efficacy
and this can be considered as a possible future work.
In addition to that both the subtasks belongs to un-
constrained category, allowing external datasets to be
used for the training purpose. The datasets provided
in the subtasks are highly imbalanced. With highly

imbalanced datasets, we are able to achieve consid-
erably high phishing email detection rate in both the
subtasks. The tasks are unconstrained but we have not
used datasets from any other external sources. Thus,
the phishing email detection rate of the proposed ar-
chitecture can be easily enhanced by adding additional
data from external sources with the data provided in
the shared task. This will be considered as one of the
significant direction towards the future work.
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