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Abstract

Phishing email detection is a significant threat
in today’s world. The rate at which phishing
are generated are tremendously increasing day
by day. It is high time to deploy a self-learning
system that gives a time bound detection and
prevention of phishing email efficiently. This
work proposes a system which uses term doc-
ument matrix as feature engineering mech-
anism and classical machine learning tech-
niques for detecting phishing email from legit-
imate and phishing ones. The system also in-
corporates the domain knowledge and lexical
features as part of feature engineering mecha-
nism. The efficiency of the system is compared
using different classical machine learning tech-
niques. Based on the accuracy, we propose the
best model that solves the formulated problem
efficiently.

1 Introduction

Email plays an important part of everybody’s life. It
is one of the easiest and effective source for transfer-
ring messages and files. Even though there are many
modes of communication, the popularity of e-mail did
not diminish as it is considered as one of the safest
and fastest message transfer over networks and is an
inexpensive method of communication.

Nowadays e-mail usage gets a tremendous increase
compared to previous decades. In 2017 there were
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nearly 4.8 billion persons using email and it is esti-
mated that by 2021 there will be an increase to 5.6
billion users as email is considered to be main medium
of transfer for messages over other apps. But main
problem in email is the presence of phishing mails.
These phishing mails are unwanted mails which may
carry malwares, fraud schemes, advertisements etc.
In comparison to previous years, phishing mails have
increased and have caused serious damages to busi-
ness, corporates, individuals and economics. Detect-
ing the fraud/phishing emails precisely is essential, ex-
tracting and analyzing these mails can reveal us com-
plex and interesting patterns and we can make appro-
priate decisions within a company to block phishing
mails. During the early stages of communication via
email clear rules were followed. But nowadays due
to diversity present in email services, like Microsoft
Outlook, Mozilla Thunderbird, Google’s Gmail, mails
are grouped into conversations and attempts to hide
quoted parts in order to improve the readability.

One type of spam mail which is hazardous to users
is phishing mails. A phishing mail is the one which
covers itself as a legitimate mail but once opened can
steal our data without our knowledge. Thus identify-
ing phishing mails from spam mails is very important.
One way to protect our data from phishing mail is to
add a secondary password to log in credentials. An-
other way is to alarm the user once a phishing mail
tries to steal our data.

In [SAZ+15] Sami S et.al proposed a model for de-
tecting phishing emails that rely on a preprocessing
technique which extracts different part of email as
feature. And this extracted feature is fed into a j48
classification algorithm to perform classification. In
[SZL+15], they considered meaningless tokens and new
pages as the feature set. Authors in [SZL+15], selected
some features that have better predictability from ini-
tial feature set. They provide the O(1) complexity as
an evaluation method to each feature set to evaluate



its predictive ability. In the paper [KK15], sukhjeel
kaui et.al used Genetic algorithm for the detection
of phishing webpage and for categorizing pages they
preferred a filter function. Lu fang et.al in [FBJ+15]
proposes some solution to overcome the time lag in
detecting phishing websites. Here they provide a so-
lution to detect phishing websites by analyzing the
peculiarity in its WHOIS and URL information. In
[VSP18b, VSP18a] deep learning methods were em-
ployed to detect malicious URL′s and domains. Bi-
nay kumar et.al has used html contents for detecting
email phishing in [KKMK15]. But Rachna Dhamija
et.al in [TC09] mainly concentrated in this topic to
know which phishing activity works during the attack
and why. For that they used a large given set of data
which contains reported phishing activities. Fergus
toolan et.al made a different approach. They used
only five features for classification. For classification
they used a C5.0 algorithm which have more precision
compare to other algorithms. Mayank pandey et.al in
[PR12] used different types of classification methods
such as Multilayer Perceptron (MLP), Decision Trees
(DT), Support Vector Machine (SVM), Group Method
of Data Handling (GMDH), Probabilistic Neural Net
(PNN), Genetic Programming (GP) and Logistic Re-
gression (LR). Lew may form et.al in [FCT+15] pro-
posed a method which uses hybrid features for de-
tecting phishing emails. It is called Hybrid features
because it is a combination of URL based, behavior
based and contend based features. Here they acquired
an overall accuracy of 97.25 % with an error percent-
age of 2.75 %.

Even though there are different ways to detect
phishing, [DAY+15] gives an overall evaluation of dif-
ferent classifiers used for phishing detection. Re-
cently count based representation combined with do-
main level features integrated with machine learning
techniques are used for classifying phishing mails and
legitimate mails [EDB+18, BMS08]. The proposed
methodology uses feature engineering approach com-
bined with deep learning, which is one the significant
direction in which world is moving to because it has
performed well in most of the text classification tasks
[LBH15] and even in phishing detection [LNRW, EC].

The rest of the sections are organized as follows.
Section 2 discusses the background details of email
representation and the machine learning algorithms.
Section 3 includes the description of data set, exper-
iments and proposed architecture. Section 4 includes
results. Conclusion is placed in Section 5.

2 Background

This section discusses the mathematical details of var-
ious traditional machine learning algorithms and de-

tails of vector space modeling techniques such as TF-
IDF and Bag of words.

2.1 Logistic Regression

This is a classification algorithm which is used to sep-
arate the data into different classes. This can be nor-
mal, ordinary and multinominal. In binary Logistic
Regression the outcome or the classification can be
done into 0 and 1 whereas in multinominal the out-
come or classification will be in multiple ways. The
activation function used for performing this is sigmoid
function. The mathematical representation of sigmoid
activation function is as follows:

σ(x) =
1

1 + exp(−wTx)
(1)

2.2 Naive Bayes

Naive Bayes is a set of supervised learning algo-
rithm which works on the principle of Bayes theo-
rem. This theorem works on conditional probability by
which probability of the events is calculated. Binary
and multiple classification are done by using different
types of algorithms like GaussianNB, MultinomialNB,
BernoulliNB [MN+98]. Here for this problem we used
MultinominalNB from scikit-learn as our algorithm.

2.3 Support Vector Machine

SVM is a supervised classification algorithm which
builds the model by classifying the data into two
classes. Based on the number of classes we will be
defining the SVM. It is of two types linear SVM
and non-linear SVM. The decision boundary for linear
SVM is formulated as a hyperplane in feature space,
i.e. a linear function of the features. Non-linear SVMs
result in non-linear decision boundaries in the original
feature space. From different types of kernals avail-
able we used radial basis function (RBF) for our SVM
model.

2.4 TF-IDF

TF-IDF stands for term frequency-inverse document
frequency and its weight can be considered as a statis-
tical measure which evaluates how important a word
is to a document which can in turn be used for in-
formation retrieval and text mining. Term Frequency
gives us an idea about how frequently a term occurs
in a document. This can be mathematically defined as
equation given below

tf(t, d) =
ft,d∑

t′∈d

ft′ ,d
(2)



Inverse Document Frequency gives us an idea about
how important a term is. When we compute term
frequency all the terms are given equal importance
whether it is a stop word or a terminology word. Thus
we need to weigh up terminology word which is less
frequent than the stop word in a document by comput-
ing inverse document frequency given by mathematical
equation

idf(t,D) = log
N

|{d ∈ D : t ∈ d}|
(3)

where N is the total number of documents in the cor-
pus.

Now TF-IDF can be calculated as

tfidf(t, d,D) = tf(t, d) • idf(t,D) (4)

Additionally the domain level features are added.
This includes a list of most commonly appeared words
and a list of special characters.

3 Experiments

3.1 Dataset details

The email phishing detection is a task in shared
task on anti-phishing shared task at 4th ACM In-
ternational Workshop on Security and Privacy Ana-
lytics [EDMB+18]. Let E = [e1,e2,...,en] and C =
[c1,c2,...,cn] be sets of email types such as legitimate
or phishing, the task was to classify each given email
samples into either legitimate or phishing. Two sets of
data sets were used one with header and one without
header. Data set statistics are integrated together in
Table 1 for training and Table 2 for testing.

Table 1: Training Dataset details

Training Dataset Legitimate Phishing Total

With header 4082 501 4583

Without header 5088 612 5700

Table 2: Testing Dataset details

Testing Dataset Data Samples

With header 4195

Without header 4300

3.2 Proposed Architecture

We used count based representation to create our
model. A diagrammatic representation of our archi-
tecture is shown in Figure 1. The email samples from
data set is first passed through count based represen-
tation, here TF-IDF, for word representation. It is
then combined with domain level features to get our

input word representation for machine learning algo-
rithms. The domain level features include most com-
monly appeared words (40 features), for example pass-
word, fraudulent, business, and special characters like
$ , #, !, (, [, &, etc. and all the stop words were
removed. These are then passed through Logistic Re-
gression, Naive Bayes and Support Vector Machine to
do the classification of phishing and legitimate mails.

Figure 1: Proposed Architecture

Table 3: Statistics of 10-fold cross validation
Method Task Accuracy

Logistic Regression Without Header 92.2

Naive Bayes Without Header 93.4

Support Vector Machine Without Header 94.3

Logistic Regression With Header 91.2

Naive Bayes With Header 92.2

Support Vector Machine With Header 93.3

4 Results

Our model build using above architecture was trained
for data sets with headers and without headers for clas-
sification of phishing and legitimate mails. We trained
a total of six models, one each for Logistic Regression,
Naive Bayes, Support Vector Machine for mails with



Table 4: Statistics of Test Result
Method Task TP TN FP FN Accuracy Precision Recall F1 score

Logistic Regression Without Header 3784 325 150 41 0.95 0.96 0.98 0.97

Naive Bayes Without Header 3807 258 217 18 0.94 0.94 0.99 0.97

Support Vector Machine Without Header 3671 337 138 154 0.93 0.96 0.95 0.96

Logistic Regression With Header 3612 490 6 87 0.97 0.99 0.97 0.98

Naive Bayes With Header 3572 489 7 127 0.96 0.99 0.96 0.98

Support Vector Machine With Header 3561 458 38 138 0.95 0.98 0.96 0.97

header and without header. We used 10 fold cross val-
idation for our training data and the results obtained
by our model has been consolidated in Table 3. For
data set without headers SVM gave the highest accu-
racy with 94.3% and for data set with headers SVM
gave the highest accuracy with 93.3%. We didn’t ex-
tract any features from header data set but extract-
ing features from headers may increase the accuracy.
Our model was tested using test data by IWSPA-AP
Shared Task committee and the corresponding results
for True Positive, True Negative, False Positive, False
Negative, Accuracy, Precision, Recall, F1 score for our
six models are summarized in Table 4.

5 Conclusion

This paper evaluated the performance of machine
learning based classifier for distinguishing phishing
emails from legitimate ones. We created a model us-
ing count based representation combined with domain
level features as word representation and passed to var-
ious machine learning techniques such as Logistic Re-
gression, Naive Bayes and Support Vector Machine to
classify whether it is phishing or legitimate. Both the
sub tasks belong to unconstrained category, i.e., any
data sets can be used during training and data sets for
both the tasks where highly imbalanced. Even then
we have not used any other external data set sources
and still were able to achieve good detection rate for
phishing email in both sub tasks. By adding some
additional data sources we can considerable increase
the detection rate of phishing emails for the proposed
methodology.
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