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Abstract Author profiling is gaining the interest of people in both academia and
outside it. Author profiling/analysis deals with the identification of author infor-
mation from text based on stylistic choices. It helps in identifying author related
information such as gender, age, native language, personality, demographics, etc.
Thus, author profiling is both challenging and important. This paper describes
the systems submitted to author profiling task at PAN-2018 using multimodal
(textual and image) Twitter datasets provided by the organizers and the aim is
to identify the author’s gender. An image captioning system was used to extract
captions from images. Mainly latent semantic analysis, word embeddings, and
stylistic features were extracted from tweets as well as captions. The proposed
multimodal author profiling systems obtained classification accuracies of 0.7680,
0.7737, and 0.7709 for Arabic, English and Spanish languages, respectively using
support vector machine.

Keywords: Author profiling, gender detection, latent semantic analysis, latent
dirichlet allocation, word embeddings.

1 Introduction

Social media has become an integral part of human life. People often spend a lot of time
on social media. Further, they also input text data which is prone to noise elements like
typos, and grammatical mistakes. Thus it is both challenging and necessary to uncover
various characteristics of the author from such noisy social media text. Author profiling
(AP) is essential in several areas including marketing, forensic science, and security.
For example, from a marketing perspective, it is always useful to know details about
authors of text in blogs and reviews, so that relevant recommendations can be provided
to users. The linguistic profile of an author of abusive message would be helpful from a
forensic linguistics viewpoint.

AP gained importance as a research area since the last decade [17]. Initially, AP
was only based on text data generated by authors [8,13,17,21,25]. In PAN-2018, a new
research trend in AP was started, as both text and image data were made available to



be used for AP. PAN is a series of scientific events and shared tasks on digital text
forensics1.

In this paper, we perform gender identification from multimodal Twitter data, pro-
vided by the organizers of AP task2 at PAN-2018. The major focus is on social me-
dia text as we are interested in how everyday language reflects on social and personal
choices. The organizers provided tweets and photos of users using either of three lan-
guages namely, Arabic, English, and Spanish. The training dataset consists of data ob-
tained from 3000 users each of English and Spanish languages, while there are only
1500 users of Arabic language.

For English dataset, we identified several important textual features including words
embeddings and stylistic features. An image captioning system was used to extract cap-
tions from images, and then the above textual features were identified from the captions.
In contrast, a language-independent approach was used for Arabic and Spanish datasets.
We collected term frequency-inverse document frequency (TF-IDF) of unigrams, then
singular value decomposition (SVD) was implemented on TF-IDF vectors to reduce
sparsity. Finally, latent semantic analysis (LSA) was used on the reduced vectors to get
the final feature vectors. Support vector machine (SVM) was implemented for classifi-
cation purpose.

Rest of the paper is organized in the following manner. Section 2 discusses related
work briefly. Section 3 provides an overview of data, features, system architecture, and
techniques used in the experiments. Section 4 describes a detailed analysis of results.
Finally, conclusions and future directions are listed in Section 5.

2 Related Work

AP focuses on the prediction of demographics and psychometric traits (age, gender, na-
tive language, personality, religion) of an author using stylistic and content-based fea-
tures. AP has many applications in academic research, marketing, security and forensic
analysis. Initially, research on AP was conducted on English language [17,25] and later
gained popularity in other languages like Dutch [13], Greek [8], Italian [21], Span-
ish [13,25], Vietnamese [19], and so on.

There has been much research on AP from blogs as well as social media texts.
Bayot and Gonçalves [6] performed age and gender classification on PAN-2016 AP
datasets using TF-IDF scores and word embeddings. Classification was performed us-
ing support vector machine (SVM) and results showed that TF-IDF worked better than
word2vec for age classification while word2vec performed better for gender clas-
sification. Akhtyamova et al. [1] used word embeddings with logistic regression for AP
task at PAN-2017. On the other hand, Arroju et al. [4], Bartoli et al. [5], and Marguardt
et al. [14] used LIWC [27] for AP at PAN-2017.

Schler et al. [11] tried to identify age and gender from the writing style in blogs. The
authors used non-dictionary words, parts-of-speech (POS), function words, hyperlinks,
combined with content features like unigram with the highest information gain for AP

1 https://pan.webis.de/index.html
2 https://pan.webis.de/clef18/pan18-web/author-identification.html



task. Argamon et al. [3] documented how the variation of linguistic characteristics was
responsible for identifying authors age and gender. The authors mainly focused on the
functional words with POS features for gender prediction. Holmes et al. [10] and Burger
et al. [7] performed similar studies by focusing on the extraction of age and gender
information from formal text.

Exhaustive studies performed by Rangel and Rosso [22] shows that age and gender
depend on the use of language. They used stylistic features like frequency, punctuation
marks, POS, emoticons, and obtained the best result by SVM classifier on PAN-2013
AP dataset. Another notable work mentioned by the same authors which took emotions
into account for AP task on tweets [23]. They have used EmoGraph, Graph based ap-
proaches for identifying gender and age on PAN-2013 AP dataset. In another work,
Weren et al. [28] used information retrieval based features such as information gain and
cosine similarity with each category for age and gender identification on PAN-2013 AP
dataset.

The above survey reveals that a variety of features can be used for AP. Many ex-
periments in AP were performed using content-based features like slang words, happy-
emotion words, sad-emotion words, sentiment words [23]. In contrast, stylistic fea-
tures, such as frequency, punctuation, POS, and other different statistics were also used
for AP in [9]. More recently, word embeddings like word2vec and document em-
beddings like Doc2Vec were used features for AP in addition to bag-of-words and
TF-IDF [12,15].

AP task at PAN started in 2013 and it focused on age and gender classification for
two languages (English, Spanish). AP task at PAN-2014 targeted on the same language
sets with four different genres of corpora: social media, blogs, Twitter, and hotel re-
views, though hotel reviews dataset was only available for English. This task focuses
on age and gender classification of authors. AP task at PAN-2015 extended to four dif-
ferent languages (Dutch, English, Italian, and Spanish) and datasets were collected only
from Twitter. AP task at PAN-2016 focused on gender and age classification, and the
corpora contain tweets, reviews, blogs and other social media for three different lan-
guages (Dutch, English, Spanish). AP task at PAN-2017 focused on Twitter datasets in
four different languages (Arabic, English, Spanish, Portuguese) with gender and lan-
guage variety identification. This time, the AP task at PAN-2018 is performed on three
different languages (English, Spanish, Arabic), and the datasets contain tweets and im-
ages from Twitter.

3 Methodology

3.1 Dataset

The AP task at PAN-2018 focused on users’ gender detection using their tweets and
photos shared on Twitter. The organizers provided a training dataset each for the three
languages (Arabic, English, and Spanish). Both English and Spanish datasets contain
3000 users’ information each (1500: Male, 1500: Female) while Arabic dataset contains
1500 users’ information (750: Male and 750: Female). For each user, there are 100
tweets along with 10 images. The organizers also provided the test dataset and the
details can be found in the overview paper of AP task [24].



3.2 Features

This section describes several features used in our experiments. Feature selection plays
an important role in any machine learning framework and depends upon the dataset
used for experiments. The features are as follows:

Stylistic Features: This is an important feature and has been extensively used in
AP tasks [16,17,22]. The number of stop words, punctuations, happy and sad smilies,
tweets or retweets, hashtags, and slangs were considered in the present study. The stop
word lists for all three languages were collected from nltk corpus3. The slang word
list was manually prepared only for English.

Word Embeddings based Features: Recently, word embeddings gained popularity
in text mining and information retrieval, and it has been used in several tasks including
AP [12,15]. For the present study, word vector representations were obtained using
the word2vec model, GloVe [18] (global vector for word representation). There are
many advantages of GloVe over the traditional word2vecmodel. First, it is trained on
2 billion tweets, and second, it provides a flexible dimension of feature space. GloVe
delivers a single feature vector for each of the words in a tweet and those word vectors
were converted to tweet vectors (−→ti ) using equation 1. Finally, tweet vectors (−→ti ) were
added together to create a single user vector as in equation 2.

−→
ti =

1

Ni

Ni∑
j=1

−→wij (1)

−→
Uk =

100∑
i=1

−→
ti (2)

where −→
ti is tweet vector for ith tweet, wij is the jth word in ith tweet; Ni is the

number of words present in GloVe for ith tweet, and −→
Uk is the kth user vector.

The word vectors of dimensions 100 and 200 were used for image captions and
tweets. We used word embeddings only for English dataset due to the availability of
pre-trained models on tweets.

Latent Semantic Analysis: LSA is a technique for creating a vector representation
of a document, similar to document embeddings or Doc2Vec. It has been successfully
used for several applications in Natural Language Processing (NLP) including AP [2].
The steps for implementing LSA on a set of tweets belonging to a user is as follows.
Initially, we calculated TF-IDF vector for tweets of each user and then implemented
singular value decomposition (SVD) on TF-IDF vectors to reduce dimensionality. Fi-
nally, we implemented LSA to get final vectors for each user on 100 tweets. This feature
was used to convert tweets to feature vectors for Arabic and Spanish languages, and to
convert hashtags to feature vectors for all three languages.

Topic Words: It is useful to collect topic words which describe the whole document
in few words. We used Latent Dirichlet Allocation (LDA) to collect all the important
words for a single user and LDA implemented using gensim4 was used in the experi-
ments. For a single user, we collected three topics containing 10 words each from 100

3 https://www.nltk.org/book/ch02.html
4 https://radimrehurek.com/gensim/



tweets. Topic words were converted to feature vectors either using word embeddings
(GloVe) or LSA. This feature was used for all three training datasets.

Hashtags: Hashtags are informative on microblogs such as Twitter. Total of 1777,
48292, and 35018 number of unique hashtags were present in training datasets of Ara-
bic, English, and Spanish languages, respectively. Thus, the extensive use of hashtags
in training datasets (except Arabic) motivated us to use it as a feature. We used LSA to
get a feature vector from all hashtags used by a single user. We used this feature for all
three languages.

Image Captions: Several state-of-the-art image captioning systems using deep learn-
ing are available nowadays. We used an existing image captioning system by Tsutsui
and Crandall [26] to extract information present in images. This image caption gen-
eration system provides a detailed image captioning for all images. It also provides
captions in Chinese, English, and Japanese. For the present task, we only considered
captions in English language. LDA was used to identify topic words from image cap-
tions. The image captions and topic words were converted to feature vector using either
LSA or word embeddings (GloVe).

3.3 System Architecture

Figure 1 shows the detailed architecture of text-based AP system for English language.
AP system for English used mainly word embeddings, GloVe. It was used to convert
topic words and tweet tokens into separate feature vectors. We used different dimen-
sions for different modules of word embeddings. We performed 10-fold cross-validation
on training dataset with different vector sizes of GloVe and the maximum accuracy
was obtained for feature dimensions of 200 and 100 for tweets and topic words, respec-
tively. Thus, we used similar settings for all experiments. Further, hashtags were also
converted to feature vectors by sequentially using TF-IDF, SVD, and LSA as described
in section 3.2. We generated 25-dimensional feature vector from all hashtags of a single
user.

Figure 2 describes the detailed architecture of text-based AP system for both Arabic
and Spanish. For Arabic and Spanish, no pre-trained word embeddings were available
for tweet dataset. Thus, using word embeddings was not an option for both of the lan-
guages. We calculated TF-IDF for unigrams and reduced vector size using SVD and
then used LSA to get the final feature vectors as described in section 3.2. We identified

Figure 1. Architecture of text-based AP system for English dataset



topic words from tweets of a single user, then implemented a similar method to get
feature vectors from topic words. The feature vector from hashtags was extracted using
the same method which was used for English language. We generated 200-dimensional
vector from tweets and 100-dimensional feature vector from topic words. We also gen-
erated 25-dimensional feature vector for hashtags.

The image captioning system generates captions in English. Figure 3 describes the
architecture of image-based AP system for English while Figure 4 describes the archi-
tecture of image-based AP systems for Arabic and Spanish. For English AP system, we
collected captions for all images of a single user. We converted all the words (except
stop words) into word vectors using GloVe. We identified topic words using LDA and
then converted each topic words into word vectors using GloVe. Each word vectors
are summed together using equation 1 to get a single vector for a single user. The im-

Figure 2. Architecture of text-based AP systems for Arabic and Spanish datasets

Figure 3. Architecture of image-based AP system for English dataset

Figure 4. Architecture of image-based AP systems for Arabic and Spanish datasets



age caption vector and image caption topic vector resulted in a 200-dimensional feature
vector for each user.

For Arabic and Spanish AP systems, we collected captions for all images of a sin-
gle user and then, collected all the words (except stop words). We also identified topic
words from the above captions. Finally converted all words and topic words into two
100-dimensional feature vector using LSA as described in Section 3.2. The image cap-
tions are in English language; we could have implemented GloVe for all three lan-
guages. We wanted AP systems for Arabic and Spanish to be language-independent;
thus, a different method was implemented for extracting features from captions to that
of English AP system. For image captions, a 200-dimensional feature vector was gen-
erated from both captions and topic words. We also developed three multimodal AP
systems for three datasets. For the multimodal systems, text and image features were
combined together.

4 Results and Discussion

Initially, several classifiers such as Decision Tree, Random Forest, SVM implemented
in scikit-learn5 were used for 10-fold cross-validation on the training datasets.
It was observed that SVM classifier outperformed all other classifiers. Thus, we used
SVM for developing all AP systems using text, image, and combination of both. We
used the linear kernel for all the experiments. All AP systems are evaluated based on
accuracies.

We submitted trained models and feature extraction codes in the virtual machine,
TIRA6 [20]. TIRA provides a means for evaluation as a service7. The system perfor-
mances were calculated on the test dataset in TIRA and the organizers provided the
accuracies of the systems.

4.1 Results

Initially, text and image features were separately used for classification. Later, multi-
modal systems were developed using a combination of text and image features. The
accuracies of text, image and multimodal AP systems for all three languages are pre-
sented in Table 1. The maximum accuracy of 0.7586 was obtained for the textual based
AP system for Spanish language among all three languages. The maximum accuracy of
0.6918 was obtained for image-based AP system for Spanish language among all three
languages. Though the multimodal AP system did not perform well for Spanish lan-
guage and the main reason may be the curse of dimensionality. The maximum accuracy
of 0.7737 was obtained for multimodal AP system for English of all three languages.

5 http://scikit-learn.org/stable/
6 http://www.tira.io/
7 https://www.uni-weimar.de/en/media/chairs/computer-science-

department/webis/research/activities-by-field/tira/#c41469



Table 1. Accuracies of AP systems developed on English, Spanish and Arabic languages using
different feature categories

Languages Text
Features

Image
Features

Combined
Features

Arabic .7430 .6570 .7680
English .7558 .6747 .7737
Spanish .7586 .6918 .7709

4.2 Discussion

The multimodal systems for all three languages outperformed unimodal systems devel-
oped using either text or image. This shows the superiority of multimodal dataset over
the traditional unimodal dataset. The Arabic language dataset contains 1500 users’ data
as compared to 3000 users’ data for other languages and this may be the main reason
for low accuracy of AP systems for Arabic language among all languages. There were
no words found in GloVe for many tweets from English dataset and that resulted in
a zero vector for those tweets. These tweets contain mostly emoticons or hashtags or
miss spelled words. This may be one of the reasons for low accuracy of text-based AP
system for English dataset.

Our system ranked 12th among 23 participants in AP task at PAN with the aver-
age accuracy of 0.7709 for all three multimodal AP systems. The highest accuracy of
0.8198 was obtained by takahashi18 team across all multimodal AP systems. Our AP
systems for Arabic and Spanish achieved 10th rank and for English, it achieved 16th

rank. The multimodal systems obtained the maximum accuracies of 0.8180, 0.8584,
and 0.8200 for Arabic, English and Spanish languages by miranda18, takahashi18 and
daneshvar18 teams, respectively.

5 Conclusion

We presented AP systems to identify the gender of users from Arabic, English, and
Spanish multimodal datasets. Among three languages, the multimodal AP system for
English outperformed other two languages.

LSA worked well in the case of AP systems for Arabic and Spanish languages; it
will be interesting to implement LSA on English dataset. In the future, we will perform
several experiments with different word and document embeddings on all datasets. Sev-
eral other language-independent approaches such as n-grams can be implemented later.
We are also planning to implement different deep learning models for gender detection.
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