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Abstract
Enabling machines with commonsense, the knowledge that virtually every person has, is an important quest towards artificial general intelligence. In this talk, I’m going to introduce the new initiative on commonsense AI, Project Alexandria, at Allen Institute for Artificial Intelligence (AI2). I will first describe briefly the vision of this project and review some of the past research efforts on commonsense knowledge representation and reasoning, explaining why it is a difficult problem. In order to encourage the community to make progress on commonsense AI, our focus in the first year of Project Alexandria is to create a large-scale benchmark dataset. I will talk about our latest work on producing natural commonsense questions by pairing crowd workers to play games, and share some of the lessons we learned.
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