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Abstract. In this paper we present several systems developed to partic-
ipate in the 3rd Computational Linguistics Scientific Document Summa-
rization Shared challenge which addresses the problem of summarizing
a scientific paper taking advantage of its citation network (i.e., the pa-
pers that cite the given paper). Given a cluster of scientific documents
where one is a reference paper (RP) and the remaining documents are
papers citing the reference, two tasks are proposed: (i) to identify which
sentences in the reference paper are being cited and why they are cited,
and (ii) to produce a citation-based summary of the reference paper using
the information in the cluster. Our systems are based on both supervised
(Convolutional Neural Networks) and unsupervised techiques taking ad-
vantage of word embeddings representations and features computed from
the linguistic and semantic analysis of the documents.

Keywords: Citation-based Summarization - Scientific Document Anal-
ysis - Convolutional Neural Networks - Text-similarity Measures

1 Introduction

Automatic text summarization [28] is a technology to produce an abridged ver-
sion of a document or set of documents which should contain just the essential or
most relevant information of the input. Summarization of scientific documents
has been studied for many years now (e.g. [19] was the first to address summa-
rization of technical articles) and has been addressed with a variety of techniques
including trainable [32] or dictionary-based [31] approaches. In recent years there
has been a growing interest in the problem of citation-based summarization [25,
2,1] where given a cluster of scientific documents in which one document in the
cluster is a reference paper and the rest of the documents are papers citing the
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reference paper, the objective is to summarize the reference paper taking in con-
sideration the information citing it. The interest in the area has motivated the
development of a series of evaluation exercises in scientific summarization in the
Computational Linguistics (CL) domain known as the Computational Linguis-
tics Scientific Document Summarization Shared Task which started in 2014 as a
pilot [12] and which is now a well depeloped challenge in its third year [10, 11].

In this challenge, given a cluster of n documents where one is a reference
paper (RP) and the n — 1 remaining documents are papers (i.e., citing papers
(CPs)) citing the reference paper, participants of the challenge have to develop
automatic procedures to simulate the following tasks:

— Task 1A: For each citance (i.e. a reference to the RP), identify the spans of
text (cited text spans) in the RP that most accurately reflect the citance.

— Task 1B: For each cited text span, identify what facet of the paper it
belongs to, from a predefined set of facets namely: Aim, Hypothesis, Impli-
cation, Results or Method,

— Task 2: Finally, an optional task consists on generating a structured (of up
to 250 words) summary of the RP from the cited text spans of the RP.

In this system description paper, we overview the techniques we have applied
to solve the proposed tasks.

2 Corpus Processing

The organizers of the CL-SciSumm 2018 challenge provide training data struc-
tured in clusters of reference and citing papers together with manual annota-
tions indicating, for each citance, the text span(s) in the reference paper that
best represent the citance, as well as their corresponding facets. The training
corpus contains 40 clusters with an average of 17 papers per cluster. For each
cluster there are three manually created summaries of the reference paper: the
author abstract, a community-based abstract created using citation sentences,
and a human abstract created based on information from reference paper and
citation sentences. The test set has 20 clusters with an average of 11 papers per
cluster.

2.1 GATE Transformation

In order to automatically process the clusters, we created, from the documents
in the training and test sets, GATE [21] files that include the information pro-
vided in the manual annotations. The files corresponding to reference papers were
enriched with annotations covering the text spans being cited (with the informa-
tion corresponding to citances) and, conversely, in each citing paper annotations
were added for the provided citances (with the information corresponding to the
cited text spans). The annotations in the citing and reference papers are linked
by means of a unique identifier (formed by the concatenation of citance number,
reference paper id, citing paper id, and annotator).
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Based on these annotations we could easily build pairs of matching sentences
(Citing Paper Sentence, Reference Paper Sentence) and associate, to each pair,
the facet that the annotator considered the citation referred to.

2.2 Text Processing

The GATE system was used to tokenize, sentence split, part of speech tag, man-
age gazetteers and lemmatize each document. Teufel’s [33] action and concept
Lexicons were used to create gazetteers lists to identify in text scientific concepts
(e.g. research: analyze, check and gather; problem: violate, spoil and mistake, and
solution: fix, cure and accomplish). The Dr Inventor’s library [27] for analyzing
scientific documents was additionally applied to each document to generate rich
semantic information such as citation marker, BabelNet concepts [23], causality
markers, co-reference chains, and rhetorical sentence classification. The library
classifies each sentence of a paper based on a rhetorical category of scientific dis-
course among: Approach, Background, Challenge, Outcome and FutureWork. In
other words, it predicts the probability of the sentence of belonging to one of
the five discourses provided. See [8] for more details about the corpus used for
training the classifier. Finally, the SUMMA library [29] was used to produce term
vectors, normalized term vectors, BabelNet synset ID vectors, normalized babel-
net synset ID vectors, terms n-grams (up to three) and part of speech n-grams
(up to three) for each document.

3 Identifying Cited Sentences and their Facets

We utilized a deep-learning approach (Convolutional Neural Network (CNN))
formulating the problem of finding a set of sentences in a reference paper that
best reflects a citation in a citing paper as a regression problem which uses a
CNN with two inputs and one output. The first input models the reference paper
sentences as a Word2Vec representation and the second input calculates a set of
features based on the pair of sentences (reference paper sentence and a citation
sentence). On the other hand, the regression output represents a score for each
sentence in the reference paper based on the set of citations citing the reference
paper. The output score of each reference sentence is based on the distance
between the sentence and a sentence that are being cited. A value of 1 is set to
cited sentences and the further the sentence is from the nearest cited sentence
the less score it has.

We also used the same neural network to predict the facet a cited sentence
belongs to. However, for facets we formulated the problem as a classification
problem in which the output in that case is one of the five predefined facets
classes provided by the organizers.

‘We modeled each reference sentence as a Word2Vec representation from three
different pre-trained Word2Vec models embedded in a 300 dimensional space: (1)
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ACL 3[18] from the ACL Anthology Reference Corpus [6], (2) Google News 4,
and (3) Babelnet [7].

From each reference paper we extracted all the sentences having a number of
tokens in a range of 5 to 40 and we used the 300 dimensions of each of the first
15 tokens from each sentence. In order to reduce the number of pairs of sentences
to consider, we also excluded sentences which according to the analysis carried
out with the Dr. Inventor library belongs to the Background or Future Work
discourse facets since it is assumed those sentences will mainly refer to work
carried out by other authors or still inexistent.

We ran three CNNs over each sentence embeddings in which the width is
the 300 dimensions, the height is 2, 3 and 4 respectively to represent: bi, tri and
quadri-grams and finally, 3 channels to present the three pre-trained models.

3.1 Set of Features

In addition to CNNs we calculated a set of features based on the pair of the cited
sentence in the reference paper and the sentence citing it in the citing paper.
Those features were modeled and motivated to identify the cited sentences and
their facets. Sentence Position Features: The sentence position in a paper
can identify which parts of a reference paper are mostly cited, also the facet the
sentence belongs to. For instance, sentences at the end of the document would
probably belong to the Result facet. We use three features based on the location
of the sentence in the reference document:

— Sentence position: the position of the sentence in the reference paper;
— Section sentence position: the position of the sentence in the section;

WordNet Semantic Similarity Measures Features: Similarities derived
from WordNet’s graph could indicate matched sentences, it could also identify
their facets, the more similar a sentence is to another sentence with a known facet
the more likely it will have the same facet. We used WS4J (WordNet Similarity
for Java) library which includes several semantic relatedness algorithms that rely
on WordNet 3.0. Given a pair of sentences (reference and citance), we retrieve
all the synsets associated to nouns and verbs in each one of them. Then, by
considering all the pairs of synsets belonging to different sentences, we compute
similarity values between citance sentence and reference sentence. We calculated
similarity values between each token in the citance sentence and each and every
token in the reference sentence. Finally averaging all the similarities for the given
sentence pair. The computed measures are:

— Path similarity [9]: The shorter the path between two words/senses in Word-
Net, the more similar they are.

— JCN similarity [13]: the conditional probability of encountering an instance
of a child-synset given an instance of a parent synset.

3 https://github.com/liuhaixiachina/Sentiment- Analysis-of-Citations-Using-
Word2vec/tree/master/trainedmodels
* https://code.google.com /archive/p/word2vec/
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— LCH similarity [15]: the length of the shortest path between two synsets for
their measure of similarity.

— LESK similarity [5]: Similarity of two concepts is defined as a function of the
overlap between the corresponding definitions (i.e., their WordNet glosses).

— LIN similarity [17]: The Similarity between A and B is measured by the ratio
between the amount of information needed to state the commonality of A
and B and the information needed to fully describe what A and B are.

— RESNIK similarity [26]: The probability of encountering an instance of con-
cept ¢ in a large corpus.

— WUP similarity [34]: The depths of the two synsets in the WordNet tax-
onomies, along with the depth of the lowest common subsumer.

Text Similarity Features: The more similar a text is to another text the
more likely it is citing it and they will be part of the same facet. We used two
different tf*idf vector representations of the sentences produced by the SUMMA
library—one based on word lemmas and one on BabelNet synsets—and computed
their cosine similarity. We also calculated the Jaccard and Modified Jaccard
coefficients for the lemmas, generating a total of four text similarity features.
Dr Inventor Sentence Related Features: Other features obtained by means
of the DRI Framework that we believed could be of use in predicting a sentence
belonging to a particular facet include:

— Citation marker: three features to represent the number of citation markers
in the reference sentence, citing sentence and the pair of sentences together;

— Cause and effect: two features to represent if the reference or citing sentence
participates in one or more causal relations;

— Co-reference chains: three features to represent the number of nominals and
pro-nominals chained in the reference sentence, citing sentence and the pair
of sentences together

— Rhetorical category with highest probability: We mentioned in Section 2.2
that the DRI Framework predicts the probability of a sentence being in one of
five possible rhetorical categories. Even if they are different from our targeted
discourse facets, we believe that these probabilities could be informative for
our tasks therefore we included a feature indicating the rhetorical category
with the highest probability.

Scientific Gazetteer Features: We generated two features based on Teufel’s
action and concept lexicon. The lexicon contains 58 lists. The features are com-
puted based on the reference sentence.

3.2 Unsupervised Approaches

We performed experiments using two unsupervised methods. In both experi-
ments, we compare all the sentences in the reference paper to the citation text
using some distance metric, then we consider the closest sentences according to
this metric as candidates. The two metrics defined are the following:
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— Modified Jaccard: We used a metric similar to the Jaccard similarity co-
efficient for comparing the two sentences [4]. This metric considers the union
and intersection of words (like the Jaccard coefficient) but uses the inverted
frequency information to give more weight to words in the intersection that
are less common.

— BabelNet Embeddings: We obtained the BabelNet synsets for both sen-
tences and transformed them into synset embeddings [20]. We then take the
cosine similarity between the centroids of the synset embeddings for both
the reference and citation sentences.

The only parameter to adjust using these methods is the number of sentences
to consider as candidates. In order to optimize this parameter, we tested against
CL-SciSumm 2017 test data, which is also a subset of CL-SciSumm 2018 training
data. The results of these experiments are shown in table 1. The best result is
achieved using the BabelNet Embeddings metric, considering only the closest
sentence as candidate. The best result for Modified Jaccard is also close in F-
measure.

Table 1. Performance for Task 1A unsupervised approaches over the CL-SciSumm
2017 test set.

Method|#Sents|Precision|Recall|F-Measure
MJ 1 0.120 |0.103| 0.111
MJ 2 0.072 |0.115| 0.088
BN 1 0.123 |0.105| 0.113
BN 2 0.085 |0.142| 0.106

3.3 Voting scheme

We designed a voting scheme that intended to leverage the strengths of the dif-
ferent supervised and unsupervised approaches. We considered these four system
runs for the voting scheme:

— Top 10 sentences from the Convolutional Neural Network using learning rate

0.0001.

Top 10 sentences according to Modified Jaccard unsupervised approach.

— Top 10 sentences according to BabelNet Embeddings unsupervised approach.

— Top 40 sentences for each target paper according to the relevance scores
described in section 4.2.

The voting scheme returns a candidate sentence if at least N of the four
systems agree on that sentence. The results are ordered according to relevance
score and if there are more than five candidates, only the top five are selected.
If there are no candidates in the intersection, the top sentence according to the
BabelNet embeddings approach is used as a fallback mechanism. We submitted
two runs using N =2 and N = 3.
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4 Summarization of Scientific Articles

In this section, we describe our extractive text summarization approach based on
convolutional neural networks which extends on our previous work on trainable
summarization [30, 3]. The network generates a summary by selecting the most
relevant sentences from the RP using linguistic and semantic features from RP
and CPs. The aim of our CNN is to learn the relation between a sentence and a
scoring value indicating its relevance.

4.1 Context Features

In order to extract the linguistic information from both sources (RP and CPs),
we developed a complex feature extraction method to characterize each sentence
in the RP and its relation with the corresponding CPs.

Before the extraction of context features, we compute word vectors based
on Word Embeddings and term frequencies, as described above (see Section 3).
Specifically we used Google News and ACL pre-trained word embeddings and
term frequency vectors by SUMMA. Then, for each sentence in the RPs and
CPs, we compute three sentence vectors based on the centroid (Google, ACL
and SUMMA). In addition, for each RP, we also computed the three centroids
based on the abstract and the whole article.

From these vector representations, we extracted a set of numeric features
some of which are based on comparing a sentence to its (document or cluster)
context:

— Sentence Abstract Similarity Scores: the similarity of a sentence vector to
the author abstract vectors (three features).

— Sentence Centroid Similarity Scores: the similarity of a sentence vector to
the article centroid (three features).

— First Sentence Similarity Scores: the similarity of a sentence vector to the
vector of the first sentence, that is, the title of the RP (three features).

— Position Score: a score representing the position of the sentence in the article.
Sentences at the beginning of the article have high scores and sentence at
the end of the article have low scores.

— Position in Section Score: a score representing the position of the sentence
in the section of the article. Sentences in first section get higher scores,
sentences in last section get low scores.

— Position in a Specific Section Score: a score representing the position of the
sentence in a particular section. Sentences at the beginning of the section
get higher scores and sentences at the end of the section get lower scores.

— TextRank Normalized Scores: a sentence vector is computed to obtain a
normalized score using the TextRank algorithm [22] (three features).

— Term Frequency Score: we sum up the tf*idf values of all words in the sen-
tence. Then, the obtained value is normalized using the set of scores from
the whole article.
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— Citation Marker Score: the ratio of the number of citation markers in the
sentence to the total number of citation markers in the article.

— Rhetorical Class Probability Scores: as described before (see Section 3.1).

— Citing Paper Maximum Similarity Scores: each RP sentence vector is com-
pared to each citation vector in each CP to get the maximum possible cosine
similarity (three features).

— Citing Paper Minimum Similarity Scores: each RP sentence vector is com-
pared to each citation vector in each CP to get the minimum possible cosine
similarity (three features).

— Citing Paper Average Similarity Scores: each RP sentence vector is compared
to each citation vector and the average cosine value obtained (three features).

4.2 Scoring Values

As commented above, our CNN learns the relation between features and a score,
that is, a regression task by devising various scoring functions to represent the
likelihood of a sentence belonging to a summary (for abstract, community and
human). The nomenclature followed to symbolize a scoring function is SCgym,
where SC' is the specific scoring function (which is indicated bellow) and Sum
is any summary type: abstract (Abs), community (Com) or human (Hum). The
scoring functions are defined bellow:

— Cosine Distance: we calculated the maximum cosine similarity between each
sentence vector in the RP with each vector in the gold standard summaries.
This method produced three scoring functions (SUMMA (SUgym), ACL
(ACLgym), and Google (Gogym)) for each summary type.

— ROUGE-2 Similarity: we also calculated similarities based on the overlap
of bigrams between sentences in the RP and gold standard summaries. In
this regard, each sentence in the RP is compared with each gold standard
summary using ROUGE-2 [16]. The precision value from this comparison is
taken for the scoring function and is symbolized as R2gym, .

— Scoring Functions Average: Moreover, we computed the average between all
scoring functions (SUMMA, ACL, Google and ROUGE-2) for each summary
type. In addition, we also calculated a simplified average with vectors do
not based on word-frequencies (ACL, Google and ROUGE-2). These scoring
functions are indicated as Avgym, and SAvgym, respectively.

Finally, these computation produced eighteen different functions to learn:
SUMMA (SU), ACL (ACL) and Google (Go) vectors, ROUGE-2 (R2), Average
(Av) and Simplified Average (SAv) times abstract (Abs), community (Com),
human (Hum) summaries.

4.3 Convolution Model

Basically, a CNN consists of multiple convolutional and pooling layers, with fully-
connected layers at the end. The network is fed with two different inputs. The
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inputs are composed of instances related to sentences. The first one is based on
the context features (described in the section 4.1). Specifically, context features
are introduced in the CNN within a sequential window including the context
features of the 3 previous and 3 following sentences. And the second input is
related to the word embedding information for each sentence. In particular,
we used both word embeddings (Google and ACL) as a dual channel, which
stopwords were removed, the size was fixed in 15 words and they were kept
static during the training.

Regarding the neural network hyperparameters, the CNN was defined with
the Adadelta updater [35] and the gradients were computed using back-propagation
as Kim [14] and Nguyen [24]. Also we used the sigmoid activation function, a
dropout rate of 0.5, 12 constraint of 3. For the convolutions, we applied 3 filter
window sizes (3, 4 and 5) to context features and 4 filter window sizes (2, 3, 4
and 5) to word embeddings. For each window were applied 150 filters for convo-
lution. Finally, for learning the regression task we applied a Mean Squared Error
(MSE) as loss function.

4.4 Evaluation

The evaluation consists of generating a 250-word summary according to the task,
which are compared against each of the summary types of the gold standard:
the reference papers abstract, a community summary, and a human summary.
We trained and evaluated our model using the CL-SciSumm-17 dataset.

Table 2. ROUGE-2 and ROUGE-SU4 best results for each summary evaluation. In
addition, the scoring function employed is specified under each value. The results are
based on the F-score value.

ROUGE-2 ROUGE-SU4
Abstract|Community [Human|Abstract| Community |[Human
Winning Score 2017| 0.351 0.217 0.275 | 0.191 0.174 0.178
Dual Channel 0.555 0.274 0.288 | 0.290 0.193 0.240
Scoring Function SAvaps | AvVHum | R24bs | SAvabs | AVHum | Goabs

Method

Table 2 shows the winner scores achieved by the participants in the CL-
SciSumm-17 Shared Task 2 (in the first row) and also shows the most repre-
sentative results achieved in our experiments (in the second). The values shown
are also based on the F-score obtained in both ROUGE-2 and ROUGE-SU4
evaluations.

5 Challenge Submissions

We have submitted the following systems for Task 1 (a and b):

— MJ1: unsupervised approach using Modified Jaccard similarity
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BN1: unsupervised approach using BabelNet synset embeddings cosine sim-
ilarity

0.1CNN4: deep learning approach using CNN over the word embedding + a
set of features . Learning rate: 0.1 Epoch: 50

0.0001CNN4: deep learning approach using CNN over the word embedding
+ a set of features . Learning rate: 0.0001 Epoch: 50

Voting2: keep candidates if at least two of the systems agree (MJ, BN, CNN
or top 40 sentences using task2 system)

— Voting3: keep candidates if at least three of the systems agree (MJ, BN,
CNN or top 40 sentences using task2 system)

For the task 2, we have submitted eighteen summaries related to each scoring
function and summaries. In other words, each resulting summary is defined by
SCsum (see Section 4.2), where SC' is the scoring function (SU, ACL, Go, R2,
Av and SAv) and Sum is the summary type (Abs, Com and Hum). For example,
submission ACL_abs learns a scoring function which attempts to approximate
similarity of a sentence to the abstract of the document using ACL vectors and
cosine to compute similarities.

6 Conclusion

We have described the systems developed to participare in Tasks la, 1b and 2
in the CL-SciSumm 2018 summarization challenge. For Task la — which aimed
at identifying cited sentences —, we implemented supervised and unsupervised
methods. Our supervised systems are based on Convolutional Neural Networks
(CNN), while the unsupervised techniques take advantage of word embedding
representations and features computed from the linguistic and semantic analysis
of the documents. However, as committing to only one system could result in
an underperforming approach, we applied many different system configurations
combining them through a voting mechanism. For Task 1b we used the same
CNN system of Task la where the output was a set of facets.

Regarding Task 2 — summarization proper —, we have developed a neural
network based on convolutions to learn a specific scoring function. The CNN
model was fed by a combination of word embeddings with sentence relevance
and citation features extracted from each document cluster (RP and CPs). The
approach was developed and evaluated following the CL-SciSumm Shared Task
2 dataset, our approach outperformed results reported in last year CL-SciSumm-
17 Shared Task 2.
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