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Abstract. This paper describes how to build an eXplainable Artifi-
cial Intelligent (XAI) classifier for a real use case related to beer style
classification. It combines an opaque machine learning algorithm (Ran-
dom Forest) with an interpretable machine learning algorithm (Decision
Tree). The result is a XAI classifier which provides users with a good
interpretability-accuracy trade-off but also with explanation capabilities.
First, the opaque algorithm acts as an “oracle” which finds out the most
plausible output. Then, we generate a textual explanation of the given
output which emerges as an automatic interpretation of the inference
process carried out by the related decision tree, if the outputs from both
classifiers coincide. We apply a Natural Language Generation Approach
to generate the textual explanations.

Keywords: Explainable Artificial Intelligence, Classification Task, Nat-
ural Language Generation

1 Introduction

Ethical and legal issues become essential to guarantee the success of (artificial in-
telligence) AT applications which interact with humans into real-world usage [1].
Accordingly, a new European General Data Protection Regulation (GDPR) just
took effect in May 2018. Among other issues, the new GDPR is somehow related
to a “right to explanation” [2, 3].

Researchers have tackled how to model explainability since the pioneer expert
systems [4]. More recent studies refer to the structure and function of explana-
tions [5]. Moreover, the generation of explanations is also a hot topic in the field
of decision-support and recommendation systems [6]. We observe that machine
learning (ML) researchers, in the broad sense, are more and more aware of the
need to consider explainability while designing ML algorithms [7].

The rest of the manuscript is organized as follows. Section 2 introduces the
architecture of the XAI classifier. Section 3 describes how our proposal was
evaluated by humans in an on-line survey. Finally, Section 4 concludes this paper
and pinpoints future work.



2 The Design of the XAI Classifier

First of all, we gather all the available information (data and expert knowledge)
related to the classification problem under consideration. Then, we build the
components of our XAI classifier in an off-line stage as follows:

1. We build an accurate yet non-interpretable ML-based classifier. It acts as an
“oracle” to guide the classification procedure. In this paper, we consider the
Random Forest (RF) algorithm [8]. It produces an ensemble of decision trees
(C4.5), each one depending on the values of a random vector sampled inde-
pendently. Notice that C4.5 [9] is known for its ability to generate classifiers
allowing easy interpretation by humans, no matter their background. Given
a data sample, the inference procedure starts from the root of the tree and
follows a branch by evaluating conditions on attributes for each intermediate
node; eventually, the class corresponding to the leaf node is returned. Even
though the single classifiers in RF are deemed interpretable, their random
combination is hardly interpretable.

2. We build one interpretable ML-based classifier: J48 is the Weka method
implementing C4.5 [10].

Then, given a data example to be classified (on-line stage), the system de-
cision is computed as follows. If the class selected by the “oracle” (ML class)
is supported by the interpretable classifier, then this class is considered as the
output class. The related explanation is based on the automatic interpretation
of the related branches in the tree. Otherwise, the system informs the user that
it is not able to provide him/her with an explanation of the given decision.

A Natural Language Generation (NLG) module produces the textual ex-
planation associated to the output class. Notice that NLG is a well-known area
inside the computational linguistics field [11]. In Data-to-Text applications, NLG
plays a key role for generating text that is readable and understandable by hu-
mans [12]. Many NLG systems have been developed on the basis of the generic
methodology and the architectural framework proposed in [13].

We have already shown the benefits of using Natural Language for explaining
classification tasks [14, 15]. Here, we use the open source software rLDCP [16],
which is an R package based on the Computational Theory of Perceptions [17].

We design the granular linguistic model (GLMP) which describes how to
interpret in natural language the classification procedure carried out by a deci-
sion tree previously learnt from data. The GLMP is a hierarchical network of
perception mappings (PMs) and computational perceptions (CPs). Each CP is
defined as a tuple (A, Wa, Ra) where A is a vector of linguistic expressions, W4
and R4 are, respectively, vectors of validity and relevance degrees associated to
A. Each PM is defined as a tuple (U, y, g, T) where U is a vector of inputs
(being numerical values at the lowest level of the hierarchy and CPs in the rest
of levels), y is the output CP, g is the aggregation function which translates
inputs into output, and T is the text generation algorithm (in the simplest case
just a text template).



Given a decision tree, the GLMP is built bottom-up. In the lowest level of the
hierarchy, there is a PM associated to each input variable. In the second level,
there is a PM associated to each branch in the tree. At the top of the hierarchy,
there is a PM which aggregates all the branches and gives the output class.

3 Use Case

We design an XAI classifier regarding 8 beer styles (Blanche, Lager, Pilsner,
IPA, Stout, Barleywine, Porter, and Belgian Strong Ale) in terms of 3 attributes
(color, bitterness and strength). The dataset is made up of 400 instances [18].

We applied 10-fold cross-validation as evaluation methodology (accuracy is
measured in terms of classification rate). Table 1 reports the main values related
to all the classifiers considered in our approach. On the one hand, the perfor-
mance of classifiers is described in terms of average accuracy. On the other hand,
to describe the performance of the interpretable classifier (J48), the accuracy is
accompanied by a basic interpretability metric (NB) which counts the number
of branches in a tree. Gain is measured as the accuracy improvement provided
by the RF-based XAI approach with respect to RF considered alone. EXP-J48
represents the percentage of examples for which the explanation of the XAI
classifier is based on the tree generated with J48.

As it can be appreciated in Table 1, the XAI classifier increases accuracy
(gain is +1.25) while the percentage of examples without associated explanation
(1.5%) is almost negligible. Notice that the X AT classifier developed in this paper
outperforms the systems developed in [18] from the point of view of accuracy:
an expert system (8 rules with 3 inputs) with 81.25% of classification rate; and a
fuzzy rule-based classifier (9 rules with 2 inputs) with 87.5% of classification rate.
Moreover, our XAl classifier also offers to users added-value textual explanations.

We assessed the quality of the generated explanations in an on-line survey
which was announced via email and via social networks. We showed five different
samples in five consecutive screens to each interviewee. Notice that we first
presented the decision made by the XAI classifier along with a related picture.
Then, we included the related explanation along with additional details (see
Fig. 1). Afterwards, we asked interviewees to assess each explanation by rating
the following statements on a five-level Likert scale: (S1) “The information above
helps you understand the system’s decision”; (S2) “The explanation is clear and
does not need to be re-written in a clearer way”; and (S3) “Providing decision
along with explanation helps you to trust the system”.

The main targets of our poll were persons with a Bachelor of Science (BSc)
and native in English (we considered people living in English-speaking countries

Table 1. Averaged classification results over 10-fold cross-validation.

RF J48 RF-based XAI classifier
Accuracy|Accuracy| NB|Accuracy|Gain [ EXP-J48
95 94.75 |10.7| 96.25 |+1.25| 98.5




Decision : Explanation
The beer is It is very likely that this beer is Blanche, because
Blanche ¢ its color is pale, its bitterness is low, and its
[ S

¢ strength is session.

Additional Details

SRM gives values from 0 to 45.

Color is pale because it is equal to 2 in terms of the Standard Reference Method (SRM).
Color
Linguistic scale: [Pale, Straw, Amber, Brown, Black].

IBU gives values from 7 to 250.

Bitterness is low because it is equal to 18 in terms of International Bittering Units (IBU).
Bitterness
Linguistic scale: [Low, Low medium, Medium high, High].

Strength is session because it is equal to 0.049 in terms of Alcohol By Volume (ABV).
Strength ABV gives values from 0.035 to 0.136.

Linguistic scale: [Session, Standard, High, Very high].

Fig. 1. Example of output given by the XAI classifier.

as native persons). We got feedback from 26 anonymous interviewees (84.61%
with a BSc). The average score was: S1=3.61; S2=2.98; S3=4.05. Notice that
average score around 4 for S3 validates our XAl classifier as a useful system for
the target audience. In addition, the lower score associated to S2 suggests that
the system may be further enhanced by refining the generated text.

4 Conclusions and Future Work

We have presented a first pilot of a beer style XAl classifier. Preliminary experi-
mental results are encouraging. The designed XAI classifier overwhelms (regard-
ing accuracy) other classifiers reported in the literature for the same dataset,
while providing the added-value of textual explanations. The utility and opera-
tional value of the generated explanations were evaluated in an on-line survey.

Even though we have shown qualitatively the feasibility of our proposal,
there is room for further research. We plan extending our survey to a wider
audience and exploring ways to enhance the generated explanations. In this
sense, we will analyze deeper the representation possibilities of GLMP and the
overall NLG framework, with the aim of providing users with clearer and more
actionable explanations. Moreover, we will study how to enhance our framework
with further reasoning capabilities and argument technology.
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