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1. Introduction

This article is divided into three sections. In the first section we define the Wiener
stochastic process and describe its implementation in Python and Julia . In the second
section the approximation algorithm of Ito integrals is given. Finally, in the third part
we introduce the details of code generator implementation for stochastic numerical
methods [1, 2] (in Python language with use of Jinja2 template engine)

2. Stochastic Wiener process

2.1. The Definition and Properties

The stochastic process 𝑊 (𝑡), 𝑡 > 0 is called scalar Wiener process if the following
conditions are true [3, 4]:

– P{𝑊 (0) = 0} = 1, or, in other words, 𝑊 (0) = 0 is almost certain;
– 𝑊 (𝑡) is the process with independent increments, i.e. {∆𝑊𝑖}𝑁−1

0 are independent
random variables: ∆𝑊𝐼 = 𝑊 (𝑡𝐼+1)−𝑊 (𝑡𝐼) and 0 6 𝑡0 < 𝑡1 < 𝑡2 < . . . < 𝑡𝑁 6 𝑇 ;

– ∆𝑊𝑖 = 𝑊 (𝑡𝐼+1) − 𝑊 (𝑡𝐼) ∼ 𝒩 (0, 𝑡𝐼+1 − 𝑡𝐼) where 0 6 𝑡𝐼+1 < 𝑡𝐼 < 𝑡, 𝐼 =
0, 1, . . . , 𝑁 − 1

The symbol ∆𝑊𝑖 ∼ 𝒩 (0,∆𝑡𝑖) denotes that ∆𝑊𝑖 is normally distributed random
variable with expected value E[∆𝑊𝑖] = 𝜇 = 0 and variance D[∆𝑊𝑖] = 𝜎2 = ∆𝑡𝑖.

The Wiener process is the model of Brownian motion (random walk). If we consider
the process 𝑊 (𝑡) in time points 0 = 𝑡0 < 𝑡1 < 𝑡2 < . . . < 𝑡𝑁−1 < 𝑡𝑁 when it experiences
random additive changes, then directly from the definition of Wiener process follows:

𝑊 (𝑡1) = 𝑊 (𝑡0) + ∆𝑊0,𝑊 (𝑡2) = 𝑊 (𝑡1) + ∆𝑊1, . . . ,𝑊 (𝑡𝑁 ) = 𝑊 (𝑡𝑁−1) + ∆𝑊𝑁−1,

where ∆𝑊𝑖 ∼ 𝒩 (0,∆𝑡𝑖), ∀𝑖 = 0, . . . , 𝑁 − 1.
In the case of a multidimensional stochastic process one has to generate 𝑚 sequences

of 𝑛 normally distributed random variables.

2.2. Program generation of Wiener process

To simulate a one-dimensional Wiener process, it is necessary to generate 𝑁 normally
distributed random numbers 𝜀1, . . . , 𝜀𝑁 and to construct their cumulative sums

𝜀1,

𝜀1 + 𝜀2,

𝜀1 + 𝜀2 + 𝜀3,

...
𝜀1 + 𝜀2 + 𝜀3 + . . . 𝜀𝑁−1,

𝜀1 + 𝜀2 + 𝜀3 + . . . 𝜀𝑁−1 + 𝜀𝑁 .

The result will be the simulated sample path of the Wiener process 𝑊 (𝑡) or — using a
different terminology — concrete implementation of the Wiener process.

In the case of a multidimensional random process, 𝑛 sequences of 𝑚 normally
distributed random variables should be generated (that is, 𝑛 arrays, each of 𝑚 elements).

We implemented Wiener process generator in Python [5] and Julia [6]. To generate
an array of numbers distributed according to the standard normal distribution in
the case of Python, we used the function random.normal from the NumPy [7] library
and, in the case of Julia, the built-in randn function. Both functions give qualitative
pseudorandom sequences, since their work uses generators of uniformly distributed
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pseudorandom numbers based on an algorithm called Mersenne’s vortex [8] (Mersenne
Twister), and generators of pseudorandom normally distributed numbers use the Box–
Mueller transformation [?, 9].

To generate the Wiener process in Python one should use the WienerProcess class.
The following code gives an example of this class usage.
import stochastic

N = 100
T = (0.0, 10.0)
W = stochastic.WienerProcess(N=N, time_interval=T)

print("Step size: ", W.dt)
print("Time points: ", W.t)
print("Process iterations: ", W.dx)
print("Wiener Process trajectory: ", W.x)
print("Intervals numbers: ", len(W.dx))
print("Points number: ", len(W.x))

The class constructor does not have any required arguments. By default, a process is
generated on a time interval [0, 1], which is divided into 1000 parts (N=1000). Thus, by
default, a path consisting of 1001 points with step dt equal to 0.001. An example of
Wiener trajectories is shown on fig. 1.

0 2 4 6 8 10
t

5

0

5

10

W
t

Figure 1. Multiple Wiener trajectories

In the case of Julia, the Wiener process generator is implemented as the composite
data type struct
"""Stochastic Wiener process"""
struct WienerProcess <: AbstractStochasticProcess

"Number of process steps"
N::Int64
"Time interval starting point"
t_0::Float64
"Time interval end point"
t_N::Float64
"Step size"
dt::Float64
"Time points"
T::Vector{Float64}
"Winer process values"
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X::Vector{Float64}
"Winer process increments dX ~ N(0, dt)"
dX::Vector{Float64}

end
With following contractors
WienerProcess(N::Int64, t_0::Float64, t_N::Float64)
WienerProcess(N::Int64, dt::Float64)
WienerProcess(N::Int64)
WienerProcess()

3. Calculation and approximation of multiple Ito integrals of special form

Here we will not go into the general theory of multiple stochastic Ito integrals, a
reader can refer to the book [4] for additional information. Here we will consider multiple
special integrals, which are included in the stochastic numerical schemes.

In general, for the construction of numerical schemes with order of convergence
greater than 𝑝 = 1

2
, it is necessary to calculate single, double and triple Ito integrals of

the following form:

𝐼𝛼(𝑡𝑛, 𝑡𝑛+1) = 𝐼𝛼(ℎ𝑛) =

𝑡𝑛+1∫︁
𝑡𝑛

d𝑊𝛼(𝜏),

𝐼𝛼𝛽(𝑡𝑛, 𝑡𝑛+1) = 𝐼𝛼𝛽(ℎ𝑛) =

𝑡𝑛+1∫︁
𝑡𝑛

𝜏1∫︁
𝑡𝑛

d𝑊𝛼(𝜏2)d𝑊𝛽(𝜏1),

𝐼𝛼𝛽𝛾(𝑡𝑛, 𝑡𝑛+1) = 𝐼𝛼𝛽𝛾(ℎ𝑛) =

𝑡𝑛+1∫︁
𝑡𝑛

𝜏1∫︁
𝑡𝑛

𝜏2∫︁
𝑡𝑛

d𝑊𝛼(𝜏3)d𝑊𝛽(𝜏2)d𝑊 𝛾(𝜏1),

where 𝛼, 𝛽, 𝛾 = 0 . . . ,𝑚 and 𝑊𝛼, 𝛼 = 1, . . . ,𝑚 are components of multidimensional
Wiener process. In the case of 𝛼, 𝛽, 𝛾 = 0, the increment of d𝑊 0(𝜏) is assumed to be
d𝜏 .

The problem is to get analytical formulas for these integrals with ∆𝑊 𝐼
𝑛 = 𝑊 𝐼(𝑡𝑛+1)−

𝑊 𝐼(𝑡𝑛) in them. Despite its apparent simplicity, this is not achievable for all possible
combinations of indices. Let us consider in the beginning those cases when it is possible
to obtain an analytical expression, and then turn to those cases when it is necessary to
use an approximating formulas.

In the case of a single integral, the problem is trivial and the analytic expression can
be obtained for any index 𝛼:

𝐼0(ℎ𝑛) = ∆𝑡𝑛 = ℎ𝑛, 𝐼𝛼(ℎ𝑛) = ∆𝑊𝛼
𝑛 , 𝛼 = 1, . . . ,𝑚.

In the case of a double integral 𝐼𝛼𝛽(ℎ𝑛), the exact formula takes place only at 𝛼 = 𝛽:

𝐼00(ℎ𝑛) =
1

2
∆𝑡𝑛 =

1

2
ℎ2
𝑛, 𝐼𝛼𝛼(ℎ𝑛) =

1

2

(︀
(∆𝑊𝛼

𝑛 )2 − ∆𝑡𝑛
)︀
, 𝛼 = 1, . . . ,𝑚,

in other cases, when 𝛼 ̸= 𝛽 it is not possible in the final form to express 𝐼𝛼𝛽(ℎ𝑛) in
terms of ∆𝑊𝛼

𝑛 and ∆𝑡𝑛 , so we can only use numerical approximation.
For the mixed case 𝐼0𝛼 and 𝐼𝛼0 in [10], simple formulas of the following form are

given:

𝐼0𝛼(ℎ𝑛) =
1

2
ℎ𝑛

(︂
𝐼𝛼(ℎ𝑛) −

1
√

3
𝜁𝛼(ℎ𝑛)

)︂
,
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𝐼𝛼0(ℎ𝑛) =
1

2
ℎ𝑛

(︂
𝐼𝛼(ℎ𝑛) +

1
√

3
𝜁𝛼(ℎ𝑛)

)︂
,

where 𝜁𝛼𝑛 ∼ 𝒩 (0, ℎ𝑛) are multidimensional normal distributed random variables.
For the general case 𝛼, 𝛽 = 1, . . . ,𝑚, the book [4] provides the following formulas for

approximating the double Ito integral 𝐼𝛼𝛽 :

𝐼𝛼𝛽(ℎ𝑛) =
∆𝑊𝛼

𝑛 ∆𝑊𝛽
𝑛 − ℎ𝑛𝛿𝛼𝛽

2
+ 𝐴𝛼𝛽(ℎ𝑛),

𝐴𝛼𝛽(ℎ𝑛) =
ℎ

2𝜋

∞∑︁
𝑘=1

1

𝑘

[︃
𝑉 𝛼
𝑘

(︃
𝑈𝛽
𝑘 +

√︃
2

ℎ𝑛
∆𝑊𝛽

𝑛

)︃
− 𝑉 𝛽

𝑘

(︃
𝑈𝛼
𝑘 +

√︃
2

ℎ𝑛
∆𝑊𝛼

𝑛

)︃]︃
,

where 𝑉 𝛼
𝑘 ∼ 𝒩 (0, 1), 𝑈𝛼

𝑘 ∼ 𝒩 (0, 1), 𝛼 = 1, . . . ,𝑚; 𝑘 = 1, . . . ,∞; 𝑛 = 1, . . . , 𝑁 is the
numerical schema number. From the formulas it is seen that in the case of 𝛼 = 𝛽, we
may get the final expression for the 𝐼𝛼𝛽 , which we mentioned above. In the case of
𝛼 ̸= 𝛽, one has to sum the infinite series 𝑎𝛼𝛽 . This algorithm gives the approximation
error of order 𝑂(ℎ2/𝑛), where 𝑛 is number of left terms of an infinite series 𝑎𝑖𝑗 .

In the article [11] the matrix form of approximating formulas is introduced. Let
1𝑚×𝑚, 0𝑚×𝑚 be the unit and zero matrices 𝑚×𝑚, then

I(ℎ𝑛) =
∆W𝑛∆W𝑇

𝑛 − ℎ𝑛1𝑚×𝑚

2
+ A(ℎ𝑛),

A(ℎ𝑛) =
ℎ

2𝜋

∞∑︁
𝑘=1

1

𝑘

(︁
V𝑘(U𝑘 +

√︀
2/ℎ𝑛∆W𝑛)𝑇 − (U𝑘 +

√︀
2/ℎ𝑛∆W𝑛)V𝑇

𝑘

)︁
,

where ∆W𝑛,V𝑘,U𝑘 are independent normally distributed multidimensional random
variables:

∆W𝑛 = (∆𝑊 1
𝑛 ,∆𝑊 2

𝑛 , . . . ,∆𝑊𝑚
𝑛 )𝑇 ∼ 𝒩 (0𝑚×𝑚, ℎ𝑛1𝑚×𝑚),

V𝑘 = (𝑉 1
𝑘 , 𝑉 2

𝑘 , . . . , 𝑉 𝑚
𝑘 )𝑇 ∼ 𝒩 (0𝑚×𝑚,1𝑚×𝑚),

U𝑘 = (𝑈1
𝑘 , 𝑈

2
𝑘 , . . . , 𝑈

𝑚
𝑘 )𝑇 ∼ 𝒩 (0𝑚×𝑚,1𝑚×𝑚).

If the programming language supports vectored operations with multidimensional arrays,
these formulas can provide a benefit to the performance of the program.

Finally, consider a triple integral. In the only numerical scheme in which it occurs, it
is necessary to be able to calculate only the case of identical indexes 𝛼 = 𝛽 = 𝛾. For
this case, [10] gives the following formula:

𝐼𝛼𝛼𝛼(ℎ𝑛) =
1

6

(︀
(𝐼𝛼(ℎ𝑛))3 − 3𝐼0(ℎ𝑛)𝐼𝛼(ℎ𝑛)

)︀
=

1

6

(︀
(∆𝑊𝛼

𝑛 )3 − 3ℎ𝑛∆𝑊𝛼
𝑛

)︀
.

4. Stochastic Runge–Kutta methods

Consider the random process x(𝑡) = (𝑥1(𝑡), . . . , 𝑥𝑑(𝑡))𝑇 , where x(𝑡) belongs to the
functional space L2(Ω) with the norm ‖ · ‖. We assume that the random process x(𝑡) is
a solution for the Ito SDE [3,4] if:

x(𝑡) = f(𝑡,x(𝑡))d𝑡 + G(𝑡,x(𝑡))dW,

where W = (𝑊 1, . . . ,𝑊𝑚)𝑇 is the multidimensional Wiener process, known as the
driving process for SDE. The function f : [𝑡0, 𝑇 ] × R𝑑 → R𝑑 is called as the drift vector,

94 ITTMM—2018



and the matrix-valued function G : [𝑡0, 𝑇 ] ×R𝑑 ×R𝑚 → R𝑑 ×R𝑚 is called the diffusion
matrix. The same equation can be rewritten in the indexed form

𝑥𝛼(𝑡) = 𝑓𝛼(𝑡, 𝑥𝛾(𝑡))d𝑡 +
𝑚∑︁

𝛽=1

𝑔𝛼𝛽 (𝑡, 𝑥𝛾(𝑡))d𝑊𝛽 ,

where 𝛼, 𝛾 = 1, . . . , 𝑑, 𝛽 = 1, . . . ,𝑚, and 𝑓𝛼(𝑡, 𝑥𝛾(𝑡)) = 𝑓𝛼(𝑡, 𝑥1(𝑡), . . . , 𝑥𝑑(𝑡)).
On the interval [𝑡0, 𝑇 ], we introduce the grid 𝑡0 < 𝑡1 < . . . < 𝑡𝑁 = 𝑇 with step

ℎ𝑛 = 𝑡𝑛+1 − 𝑡𝑛, where 𝑛 = 0, . . . , 𝑁 − 1 and the maximum grid step ℎ = max {ℎ𝑛−1}𝑁1 .
Next, we assume that the grid is uniform, then ℎ𝑛 = ℎ = const. x𝑛 is grid function,
which approximate the stochastic process x(𝑡), so x0 = x(𝑡0), x𝑛 ≈ x(𝑡𝑛) ∀𝑛 = 1, . . . , 𝑁 .

4.1. Euler–Maruyama numerical method

The simplest numerical method for solving scalar equations and systems of SDEs is
the Euler–Maruyama method.

𝑥𝛼
0 = 𝑥𝛼(𝑡0), 𝑥𝛼

𝑛+1 = 𝑥𝛼
𝑛 + 𝑓𝛼(𝑡𝑛, 𝑥

𝛼
𝑛)ℎ𝑛 +

𝑑∑︁
𝛾=1

𝐺𝛼
𝛽 (𝑡𝑛, 𝑥

𝛾
𝑛)∆𝑊𝛽

𝑛 .

The method has a strong order (𝑝𝑑, 𝑝𝑠) = (1.0, 0.5). The value 𝑝𝑑 denotes the de-
terministic accuracy order, and value 𝑝𝑠 denotes the stochastic part approximation
order.

4.2. Weak stochastic Runge–Kutta-like method with order 1.5 for a scalar
Wiener process

In the case of a scalar SDE it is possible to construct a numerical scheme with strong
convergence 𝑝 = 1.5 [12–16]:

𝑋𝑖
0 = 𝑥𝑛 +

𝑠∑︁
𝑗=1

𝐴𝑖
0𝑗𝑓(𝑡𝑛 + 𝑐𝑗0ℎ𝑛, 𝑋

𝑗
0)ℎ𝑛 +

𝑠∑︁
𝑗=1

𝐵𝑖
0𝑗𝑔(𝑡𝑛 + 𝑐𝑗1ℎ𝑛, 𝑋

𝑗
1)

𝐼10(ℎ𝑛)
√
ℎ𝑛

,

𝑋𝑖
1 = 𝑥𝑛 +

𝑠∑︁
𝑗=1

𝐴𝑖
1𝑗𝑓(𝑡𝑛 + 𝑐𝑗0ℎ𝑛, 𝑋

𝑗
0)ℎ𝑛 +

𝑠∑︁
𝑗=1

𝐵𝑖
1𝑗𝑔(𝑡𝑛 + 𝑐𝑗1ℎ𝑛, 𝑋

𝑗
1)
√︀

ℎ𝑛,

𝑥𝑛+1 = 𝑥𝑛 +
𝑠∑︁

𝑖=1

𝑎𝑖𝑓(𝑡𝑛 + 𝑐𝑖0ℎ𝑛, 𝑋
𝑖
0)ℎ𝑛+

+
𝑠∑︁

𝑖=1

(︂
𝑏1𝑖 𝐼

1(ℎ𝑛) + 𝑏2𝑖
𝐼11(ℎ𝑛)
√
ℎ𝑛

+ 𝑏3𝑖
𝐼10(ℎ𝑛)

ℎ𝑛
+ 𝑏4𝑖

𝐼111(ℎ𝑛)

ℎ𝑛

)︂
𝑔(𝑡𝑛 + 𝑐𝑖1ℎ𝑛, 𝑋

𝑖
1),

where 𝑖, 𝑗 = 1, . . . , 𝑠 (𝑠 is the number of method’s stages). In the above numerical
scheme, the Wiener stochastic process may be present in implicit way. It is "hidden"
inside the stochastic Ito integrals: 𝐼10(ℎ𝑛), 𝐼1(ℎ𝑛), 𝐼11(ℎ𝑛), 𝐼111(ℎ𝑛).
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4.3. Stochastic Runge–Kutta method with strong order 𝑝 = 1.0 for vector
Wiener process

For SDE system with a multidimensional Wiener process, one can construct a
stochastic numerical Runge-Kutta scheme of strong order 𝑝𝑠 = 1.0 [4, 17] using single
and double Ito integrals [18].

𝑋0𝑖𝛼 = 𝑥𝛼
𝑛 +

𝑠∑︁
𝑗=1

𝐴𝑖
0𝑗𝑓

𝛼(𝑡𝑛 + 𝑐𝑗0ℎ𝑛, 𝑋
0𝑗𝛽)ℎ𝑛 +

𝑚∑︁
𝑙=1

𝑠∑︁
𝑗=1

𝐵𝑖
0𝑗𝐺

𝛼
𝑙 (𝑡𝑛 + 𝑐𝑗1ℎ𝑛, 𝑋

𝑙𝑗𝛽)𝐼𝑙(ℎ𝑛),

𝑋𝑘𝑖𝛼 = 𝑥𝛼
𝑛 +

𝑠∑︁
𝑗=1

𝐴𝑖
1𝑗𝑓

𝛼(𝑡𝑛 + 𝑐𝑗0ℎ𝑛, 𝑋
0𝑗𝛽)ℎ𝑛 +

𝑚∑︁
𝑙=1

𝑠∑︁
𝑗=1

𝐵𝑖
1𝑗𝐺

𝛼
𝑙 (𝑡𝑛 + 𝑐𝑗1ℎ𝑛, 𝑋

𝑙𝑗𝛽)
𝐼𝑙𝑘(ℎ𝑛)
√
ℎ𝑛

,

𝑥𝛼
𝑛+1 = 𝑥𝛼

𝑛 +
𝑠∑︁

𝑖=1

𝑎𝑖𝑓
𝛼(𝑡𝑛 + 𝑐𝑖0ℎ𝑛, 𝑋

0𝑖𝛽)ℎ𝑛 +
𝑚∑︁

𝑘=1

𝑠∑︁
𝑖=1

(𝑏1𝑖 𝐼
𝑘(ℎ𝑛) + 𝑏2𝑖

√︀
ℎ𝑛)𝐺𝛼

𝑘 (𝑡𝑛 + 𝑐𝑖1ℎ𝑛, 𝑋
𝑘𝑖𝛽),

𝑛 = 0, 1, . . . , 𝑁 − 1; 𝑖 = 1, . . . , 𝑠; 𝛽, 𝑘 = 1, . . . ,𝑚; 𝛼 = 1, . . . , 𝑑.

4.4. Stochastic Runge–Kutta method with weak order 𝑝 = 2.0 for vector
Wiener process

Numerical methods with weak convergence are good for approximation the distri-
bution characteristics of stochastic process 𝑥𝛼(𝑡). The weak numerical method does
not need information about the trajectory of driving Wiener process 𝑊𝛼

𝑛 and random
increments for these methods can be generated on another probability space [4, 19–21].

𝑋0𝑖𝛼 = 𝑥𝛼
𝑛 +

𝑠∑︁
𝑗=1

𝐴𝑖
0𝑗𝑓

𝛼(𝑡𝑛 + 𝑐𝑗0ℎ𝑛, 𝑋
0𝑗𝛽)ℎ𝑛 +

𝑠∑︁
𝑗=1

𝑚∑︁
𝑙=1

𝐵𝑖
0𝑗𝐺

𝛼
𝑙 (𝑡𝑛 + 𝑐𝑗1ℎ𝑛, 𝑋

𝑙𝑗𝛽)𝐼𝑙,

𝑋𝑘𝑖𝛼 = 𝑥𝛼
𝑛 +

𝑠∑︁
𝑗=1

𝐴𝑖
1𝑗𝑓

𝛼(𝑡𝑛 + 𝑐𝑗0ℎ𝑛, 𝑋
0𝑗𝛽)ℎ𝑛 +

𝑠∑︁
𝑗=1

𝐵𝑖
1𝑗𝐺

𝛼
𝑘 (𝑡𝑛 + 𝑐𝑗1ℎ𝑛, 𝑋

𝑘𝑗𝛽)
√︀

ℎ𝑛,

̂︀𝑋𝑘𝑖𝛼 = 𝑥𝛼
𝑛 +

𝑠∑︁
𝑗=1

𝐴𝑖
2𝑗𝑓

𝛼(𝑡𝑛 + 𝑐𝑗0ℎ𝑛, 𝑋
0𝑗𝛽)ℎ𝑛 +

𝑠∑︁
𝑗=1

𝑚∑︁
𝑙=1,𝑙 ̸=𝑘

𝐵𝑖
2𝑗𝐺

𝛼
𝑙 (𝑡𝑛 + 𝑐𝑗1ℎ𝑛, 𝑋

𝑙𝑗𝛽)
𝐼𝑘𝑙
√
ℎ𝑛

,

𝑥𝛼
𝑛+1 = 𝑥𝛼

𝑛 +
𝑠∑︁

𝑖=1

𝑎𝑖𝑓
𝛼(𝑡𝑛 + 𝑐𝑖0, 𝑋

0𝑖𝛽)ℎ𝑛 +
𝑠∑︁

𝑖=1

𝑚∑︁
𝑘=1

(︃
𝑏1𝑖 𝐼

𝑘 + 𝑏2𝑖
𝐼𝑘𝑘
√
ℎ𝑛

)︃
𝐺𝛼

𝑘 (𝑡𝑛 + 𝑐𝑖1ℎ𝑛, 𝑋
𝑘𝑖𝛽)+

+
𝑠∑︁

𝑖=1

𝑚∑︁
𝑘=1

(︁
𝑏3𝑖 𝐼

𝑘 + 𝑏4𝑖
√︀

ℎ𝑛

)︁
𝐺𝛼

𝑘 (𝑡𝑛 + 𝑐𝑖2ℎ𝑛, ̂︀𝑋𝑘𝑖𝛽)

In the weak numerical schema 𝐼𝑘𝑙 are

𝐼𝑘𝑙 =

⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩

1

2
(𝐼𝑘𝐼𝑙 −

√
ℎ𝑛𝐼

𝑘), 𝑘 < 𝑙,

1

2
(𝐼𝑘𝐼𝑙 +

√
ℎ𝑛𝐼

𝑙), 𝑙 < 𝑘,

1

2
((𝐼𝑘)2 − ℎ𝑛). 𝑘 = 𝑙.

96 ITTMM—2018



Here 𝐼𝑘 denotes three point distributed random variable. It means, that 𝐼𝑘 may have
three values {−

√
3ℎ𝑛, 0,

√
3ℎ𝑛} with probabilities 1/6, 2/3 and 1/6 respectively. 𝐼𝑘

denotes two point distributed random variable {−
√
ℎ𝑛,

√
ℎ𝑛} with probabilities 1/2 and

1/2 respectively.

4.5. Automatic code generation for stochastic numerical methods of
Runge–Kutta type

To study the calculation errors and the efficiency of different stochastic numerical
methods, it is necessary to have a universal implementation of such methods. The
universality means the possibility to use any stochastic method with a desired strong or
weak error by setting its coefficient table. With direct transfer of mathematical formulas
to the program code, one need to use about five nested cycles, which extremely reduces
performance, since such code does not take into account a large number of zeros in
the coefficient tables and arithmetic operations on zero components are still performed,
although this is an extra waste of processor time.

One way to achieve versatility and acceptable performance is to generate code for a
numerical method step. This approach minimizes the number of arithmetic operations
and saves memory, since the zero coefficients of the method do not have to be stored.

We implemented a code generator for the three stochastic numerical methods men-
tioned above:

– scalar method with strong convergence 𝑝𝑠 = 1.5,
– vector method with strong convergence 𝑝𝑠 = 1.0,
– vector method with weak convergence of 𝑝𝑠 = 2.0.

We use Python to implement the code generator and Jinja2 [22] template engine. This
template engine was originally created to generate HTML code, but its syntax is universal
and allows you to generate text of any kind without reference to any programming or
markup language.

Information about the coefficients of each particular method is stored as a JSON file
of the following structure:
{

"name": "method’s name (the future name of the function)",
"description": "method’s short description",
"stage": 4,
"det_order": "2.0",
"stoch_order": "1.5",
"A0": [...],
"B0": [...],
"A1": [...],
"B1": [

["0", "0", "0", "0"],
["1/2", "0", "0", "0"],
["-1", "0", "0", "0"],
["-5", "3", "1/2", "0"]

],
"c0": ["0", "3/4", "0", "0"],
"c1": ["0", "1/4", "1", "1/4"],
"a": ["1/3", "2/3", "0", "0"],
"b1": ["-1", "4/3", "2/3", "0"],
"b2": ["-1", "4/3", "-1/3", "0"],
"b3": ["2", "-4/3", "-2/3", "0"],
"b4": ["-2", "5/3", "-2/3", "1"]

}
The parameter stage is the number of method’s stages, det_order is the error order

of the deterministic part (𝑝𝑑), stoch_order is the error order of the stochastic part
(𝑝𝑠), name is the name of the method, which will then be used to create the name of
the generated function, so it should be written in one word without spaces. All other
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parameters are the coefficients of the method. In this case, we give the coefficients of
the scalar method with strong convergence 𝑝𝑠 = 1.5, omitting the coefficients a0, a1 and
B0 to save text space. It is necessary to note that the values of the coefficients can be
specified in the form of rational fractions, for which they should be presented as JSON
strings and enclosed in double quotes.

For internal representation of stochastic numerical methods we created three Python
classes: ScalarMethod, StrongVectorMethod and WeakVectorMethod. The implementa-
tion of these classes is contained in the file coefficients_table.py. The constructors of
these classes read the JSON file and, based on them, create objects, which can later be
used for code generation. The Fraction class from the Python standard library is used
to represent rational coefficients. Each class has a method that generates a coefficient
table in LaTeX format.

The file stoch_rk_generator.py is a script which handles the jinja2 templates and,
based on them, generates a code of python functions. For vector stochastic methods, a
code is generated for dimensions up to 6. Functions are named based on the information
specified in JSON files, such as strong_srk1w2, strong_srk2w5, weak_srk2w6, and so on.

In addition to the code in Python, LaTeX formulas are generated. It allows one to
check the correctness of the generator. For example, we give below the formula generated
automatically based on the data from JSON file for Runge–Kutta method strong_srk1w2
with stages 𝑠 = 3, and 2 dimensioned Wiener process. Nonzero coefficients of the method
are as follows:

𝐴2
01 = 1, 𝐴2

11 = 1, 𝐴3
11 = 1, 𝐵2

11 = 1, 𝐵3
11 = −1,

𝑎1 = 1/2, 𝑎2 = 1/2, 𝑐20 = 1, 𝑐21 = 1, 𝑐31 = 1, 𝑏11 = 1, 𝑏22 = 1/2, 𝑏23 = −1/2.

The numerical scheme formulas are quite cumbersome, despite the large number of
zeros in the coefficient table:

𝑋01𝛼 = 𝑥𝛼
𝑛 , 𝑋11𝛼 = 𝑥𝛼

𝑛 , 𝑋21𝛼 = 𝑥𝛼
𝑛 ,

𝑋02𝛼 = 𝑥𝛼
𝑛 + ℎ𝑛

[︁
𝐴2

01𝑓
𝛼(𝑡𝑛, 𝑋

01𝛽)
]︁
,

𝑋12𝛼 = 𝑥𝛼
𝑛 + ℎ𝑛

[︁
𝐴2

11𝑓
𝛼(𝑡𝑛, 𝑋

01𝛽)
]︁

+ 𝐵2
11𝐺

𝛼
1 (𝑡𝑛, 𝑋

11𝛽)
𝐼11(ℎ𝑛)
√
ℎ𝑛

+ 𝐵2
11𝐺

𝛼
2 (𝑡𝑛, 𝑋

21𝛽)
𝐼21(ℎ𝑛)
√
ℎ𝑛

,

𝑋22𝛼 = 𝑥𝛼
𝑛 + ℎ𝑛

[︁
𝐴2

11𝑓
𝛼(𝑡𝑛, 𝑋

01𝛽)
]︁

+ 𝐵2
11𝐺

𝛼
1 (𝑡𝑛, 𝑋

11𝛽)
𝐼12(ℎ𝑛)
√
ℎ𝑛

+ 𝐵2
11𝐺

𝛼
2 (𝑡𝑛, 𝑋

21𝛽)
𝐼22(ℎ𝑛)
√
ℎ𝑛

,

𝑋13𝛼 = 𝑥𝛼
𝑛 + ℎ𝑛

[︁
𝐴3

11𝑓
𝛼(𝑡𝑛, 𝑋

01𝛽)
]︁

+ 𝐵3
11𝐺

𝛼
1 (𝑡𝑛, 𝑋

11𝛽)
𝐼11(ℎ𝑛)
√
ℎ𝑛

+ 𝐵3
11𝐺

𝛼
2 (𝑡𝑛, 𝑋

21𝛽)
𝐼21(ℎ𝑛)
√
ℎ𝑛

,

𝑋23𝛼 = 𝑥𝛼
𝑛 + ℎ𝑛

[︁
𝐴3

11𝑓
𝛼(𝑡𝑛, 𝑋

01𝛽)
]︁

+ +𝐵3
11𝐺

𝛼
1 (𝑡𝑛, 𝑋

11𝛽)
𝐼12(ℎ𝑛)
√
ℎ𝑛

+ 𝐵3
11𝐺

𝛼
2 (𝑡𝑛, 𝑋

21𝛽)
𝐼22(ℎ𝑛)
√
ℎ𝑛

,

𝑥𝛼
𝑛+1 = 𝑥𝛼

𝑛 +ℎ𝑛

[︁
𝑎1𝑓

𝛼(𝑡𝑛, 𝑋
01𝛽) +𝑎2𝑓

𝛼(𝑡𝑛 + 𝑐20ℎ𝑛, 𝑋
02𝛽)

]︁
+ 𝑏11𝐼

1(ℎ𝑛)𝐺𝛼
1 (𝑡𝑛, 𝑋

11𝛽)

+ 𝑏22
√︀

ℎ𝑛𝐺
𝛼
1 (𝑡𝑛 + 𝑐21ℎ𝑛, 𝑋

12𝛽) + 𝑏23
√︀

ℎ𝑛𝐺
𝛼
1 (𝑡𝑛 + 𝑐31ℎ𝑛, 𝑋

13𝛽)
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+ 𝑏11𝐼
2(ℎ𝑛)𝐺𝛼

2 (𝑡𝑛, 𝑋
21𝛽) + 𝑏22

√︀
ℎ𝑛𝐺

𝛼
2 (𝑡𝑛 + 𝑐21ℎ𝑛, 𝑋

22𝛽)

+ 𝑏23
√︀

ℎ𝑛𝐺
𝛼
2 (𝑡𝑛 + 𝑐31ℎ𝑛, 𝑋

23𝛽).

5. Conclusion

We present the details of the software implementation of the Wiener process generation
in Julia and Python, the algorithm of approximation of multiple Ito integrals and the
details of the software implementation of the code generator for stochastic numerical
methods of Runge–Kutta type. The code generator allows one to get an effective
implementation of the methods and making it possible to use any table of coefficients.
The source code of the described programs is open and available at the link https:
//bitbucket.org/mngev/sde_num_generation.
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