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Abstract. In this paper the ontology-based approach is proposed to
support the evaluation of big data systems. Firstly, the approach for-
malises a decomposition and recombination of the big data solution,
allowing for the aggregation of component evaluation results at inter-
component level. Secondly, existing work on Design of Experiments (DoE)
is translated into an ontology for supporting the selection of experiments.
It exploits domain and inter-domain specific restrictions on the factor
combinations in order to select from the very large number of possible
experiments a representative subset. Contrary to existing approaches, the
proposed use of ontologies is not limited to the assertional description
and exploitation of past experiments but offers richer terminological de-
scriptions for the development of a DoE from scratch. As an application
example, a DoE is developed for a maritime big data solution.
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1 Introduction

The assessment of a big data system poses significant challenges in terms of the
large number of data variations that must be considered by the experiments. To
improve the evaluation efficiency, experiments must focus on a representative
subset demonstrating the system ability to scale along the considered big data
dimensions.

In many disciplines, Design of Experiments (DoE) is used to organise the
evaluation of processes, systems, and products. DoE is a collective of principles,
statistical approaches and models for planning and performing experiments as
well as analysing their results [2, 6]. Typically, the experimental unit is modelled
as a system with input and output variables. Some or all controllable input
variables, the so called factors, are varied according to an experimental plan
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that specifies the values of the variables, or factor levels, of each experiment.
After feeding the experimental unit with a set of input variables, the output is
observed. As the output depends on the system behavior and both controllable
and possibly uncontrollable input variables, the goal of DoE is the quantification
of the functional relation between the input and output of the system, e.g. by
the analysis of variance or covariance. A large body of methods and knowledge
exists, but barely formalized in a machine interpretable way.

Two main challenges arise during the assessment of a big data system with
a DoE. Firstly, big data variations translate seamlessly into a large number of
factors with a multiplicity of possible factor levels. Secondly, the different compo-
nents of the big data system implement either deterministic or non-deterministic
processes and yield different output types, e.g. continuous or multinomial. Thus,
for a thorough assessment the system needs to be unfolded into its components.
Again, this increases the number of necessary experiments but additionally and
more importantly introduces the necessity of using completely different types of
DoE. Choosing the wrong DoE results in a reduction of statistical efficiency or
the lack of consistency of the results.

In this work, we apply ontology based DoE to the experimental evaluation
of big data systems. The proposed formalisation encompasses the decomposi-
tion of the big data system, supporting the roll-up of the experiment results
at component level to obtain the inter-component level evaluation. In addition,
complementarily to the related work discussed in Section 2, in this paper we
propose to expand the existing formalisations on DoE and leverage the domain
knowledge to drive the selection of experiments. Similarly to [3], the knowledge
is supposed to be captured in the T-Box of the Ontology, thus supporting DoE
which starts without prior knowledge of the domain or instances in the A-Box.

2 Related Work

Do et al. provide an overview of empirical techniques for software testing identi-
fying two approaches [1]: firstly, controlled experiments rely on the precise vari-
ation of given variables; complementarily, case studies follow possible scenarios
of usage. Both approaches aim for the replicability of the performed experi-
ments, the possibility to aggregate their results beyond the anticipated scope
and by these means to validate the significance of their results in form of mod-
els. Precursors for enabling these benefits can be seen in the interpretability of
the experimental results, e.g. by the documentation or standardisation, and in
infrastructures allowing to share and connect artifacts [1, 5]. In the data min-
ing and machine learning domain recent efforts lead to the W3C ML Schema
Community Group with the goal to support the development of a data exchange
standard for experimental data by unifying existing, more specific schemata [5].
More specifically, the group pools former efforts on Data Mining OPtimization
(DMOP) [4], Expose, the OpenML related Ontology of Vanschoren [10], as well
as the contributions of Soldatova et al. in the form of EXPO and OntoDM [9, 7],
focussing on the process of scientific experiments. A very mature contribution is



Ontology-based DoE on Big Data Solutions 3

WINGS, a semantic workflow system that eases the development of data mining
workflows by its user friendly interface [3].

3 Ontology-based DoE and Evaluation

The goal of DoE is to choose an experimental plan that is statistically efficient
whilst allowing for an aggregation of the experimental results that are consistent
with the context of the experiments, as well as to accept or reject the research
hypothesis. The choice of the DoE depends on multiple criteria, including the
features of the experimental unit, the mathematical function to model the be-
havior of the experimental unit, the restrictions on the experimental space. The
relation between these criteria and different DoE are modelled as ontology ax-
ioms, and the resulting ontology enables an ontology-based DoE. The following
are a subset of the axioms modelled in OWL2:

DoEWithoutReplication v DoE u ∃hasExpUnit.Deterministic. (1)

DoEWithReplication ≡ DoE u ∃hasExpUnit.Deterministic. (2)

NonDeterministic ≡ ∃hasComponent.NonDeterministic. (3)

DoEWithBlocking ≡ DoE u ∃hasNuisanceFactor.Controllable. (4)

DoEWithRandomization ≡ DoE u ∃hasNuisanceFactor.Uncontrollable. (5)

For the evaluation of the ontology the maritime rule sets from [8] are used.
The rule set is part of a big data solution currently developed in the execution of
the datAcron project3. Spatial and critical rule sets are modelled as components
of the composite rule sets.

Axiom (1) ensures only experimental units with deterministic behavior to
be assigned to DoEs without replications. If an experimental unit with non-
deterministic behavior is assigned to a DoE without replication, the ontology
becomes inconsistent. All five rule sets in [8] are modeled as experimental units,
namely “Vessel within Area”, “Vessel under Way”, “Aground”, “Trawling” and
“Rendez-vous”. As all rule sets are deterministic, the DoE instances related
to these different experimental units can be assigned correctly to the class
DoEWithoutReplication. Assuming a non-deterministic behavior of an arbitrary
component of a rule set, such as the user-driven detection of the same events in
[8], axiom (2) and (3) induces an automatic classification of the respective DoE
as instance of the class DoEWithReplication. In case of a rule set is assigned
to the class Deterministic and a component of this rule is asserted as instance
of the class Non-Deterministic, an inconsistency is created. As the Axioms (4)
and (5) follow the same design pattern as (2), the available reasoning techniques
presented in Table 1 allow for a similar support during the process of selecting
a suitable DoE. All rule sets are deterministic and have no nuisance factors,
neither controllable nor uncontrollable.

3 www.datacron-project.eu
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Table 1. Available Reasoning Techniques

DoE Automatic assignment Consistency check

DoEWithReplication Yes Yes

DoEWithoutReplication No Yes

DoEWithBlocking Yes Yes

DoEWithoutBlocking No Yes

DoEWithRandomization Yes Yes

DoEWithoutRandomization No Yes

4 Conclusion

As big data systems ingest a large number of variables with a large range of pos-
sible values, their evaluation requires a methodological choice of experiments.
The presented approach uses the descriptions of components of an existing big
data solution in order to reduce the design space of possible experiments accord-
ing to well understood concepts of DoE. By excluding infeasible or unnecessary
experiments, the number of experiments is reduced.
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