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Abstract. The problem of images segmentation is considered in the article. A brief overview 

of the existing segmentation methods is provided. We suggested to use estimates obtained in 

the course of nonlinear recurrent filtering for segmentation of inhomogeneous images. The 

proposed segmentation algorithm was investigated when working with generated images and 

real ones. It is shown that effective estimation of model parameters can provide the best quality 

of segmentation in comparison with the ISODATA algorithm. In addition, it is shown how it is 
possible to modify the segmentation model used to find the boundaries between objects. 

1. Introduction

Recently, the problems associated with the development and research of image processing algorithms
and video sequences in various machine vision systems have become especially topical. This is due to

the constantly increasing volume of stored and processed digital images and the growth of the

capabilities of modern computer technology. A typical example of such systems is a variety of space
complexes that provide data for remote sensing of the Earth (RS). Satellite imagery is widely used for

monitoring the state of the atmosphere, the surface of the oceans, polar territories, agricultural lands,

urban areas, deserts and forests.

An important obstacle to the wide use of high-resolution data is the limitations in the tools used, 
which provide an automated analysis and interpretation of such data. One of the fundamental stages in 

the processing of images is their segmentation, which is carried out to divide the image into segments 

containing pixels similar in their visual characteristics. Each pixel is assigned a certain label (the 
number of the segment to which it is assigned), followed by the formation of a segment map. Such 

processing allows, for example, to single out on a satellite image homogeneous areas (forest, field, 

urban development, etc.), the subsequent analysis of which is much simpler in comparison with the 
study of the original heterogeneous satellite image. 

2. Basic groups of segmentation algorithms

Most existing and used image segmentation techniques can be divided into the following main groups

[1].
1. First group is segmentation algorithms based on visual homogeneity of the area. The methods of

this group use the homogeneity criterion for obtaining connected image areas [1,2,7,8]. 

2. Second group includes segmentation algorithms based on the delineation of boundaries
[2,3,6,10]. The methods of this group are based on the hypothesis of the discontinuity of the brightness 

properties of the image during the transition from one homogeneous region to another, i.e. on the 
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existence of the edges of regions. The edges belong to the boundaries of the regions corresponding to 
the segmentation result. Methods for selecting edges are divided into local and global. 

3. The third group is segmentation methods based on histogram analysis [1,2,4,11]. These methods 

use the construction of one or more histograms for a given color image, finding histogram peaks, 
determining the intervals containing these peaks, and using these intervals to classify the pixels. 

4. The fourth group may be considered as fuzzy segmentation. Fuzzy clustering in color or 

multispectral space [4,5] using, among other things, neural network solutions. The methods of this 
group are focused on finding the preliminary number and characteristics of homogeneous regions, for 

example, by fuzzy analysis of one-dimensional histograms calculated for each base color. This 

analysis allows you to detect peaks of histograms and at the same time determines the intervals around 

these peaks. 
5. Segmentation algorithms based on physical properties of the image [1,2,9] is the main 

component of fifth group. A special feature of the methods of this group is the orientation to the 

selection of the area corresponding to the image of the real physical object. 

3.  Estimation of parameters and segmentation of simulated images 

In this paper, we investigate the possibility of using not the brightness values of individual pixels, but 

the correlation characteristics of these images for image segmentation. To obtain such correlation 

characteristics, let us use the description of a segmented image using a doubly stochastic model [12-
16]. 

So the image is considered as random field (RF) given on a rectangular multidimensional grid  . 

The method of such a representation implies that its values ),,,(
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convenience, we can denote r11 and r12 as rx1 and rx2 respectively, and r21 and r22 as ry1 and ry2. 

It should be noted that for similar autoregressive doubly stochastic models, it is possible to 

construct recurrent nonlinear filtration procedures that allow the estimation of both brightness 

properties ( },..2,1;,..2,1:{ 21 MjMixij  ) and correlation properties ( },..2,1;,..2,1:,{ 2121 MjMiijij  ).  
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Then the RF model will be written in the form  
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Using these relations and the method of recurrent vector filtration, we can write the following two-

dimensional nonlinear filter: 
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It is important that the estimated brightness and correlation characteristics are constructed as a 

result of a consistent evaluation of the entire image. This allows for a higher quality of evaluation 
than, for example, in a sliding window. 

Arrays of estimates },..,;,..,:,{
2121

2121 MjMi
ijij

  obtained during nonlinear filtering  can be 

considered as two-dimensional arrays characterizing the correlation properties of the original image. 
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Accordingly, various processing algorithms can be applied to them, including the segmentation 
procedures. 

Figure 1(a) shows simulated image obtained using the model (2). In this image there are two types 

of objects, close in brightness characteristics, but differing in correlation properties. Figure 1(b) shows 
field of auxiliary correlation parameters for the original image after filtering (3), and Figure 1(c) 

shows histogram for these correlation parameters. It shows two characteristic peaks separated by a 

local extremum. Using this extremum as a boundary, it is possible to perform a simple partition of the 
correlation parameter field and the original image into two disjoint regions. Figure 1(d) shows the 

results of such segmentation. 

(a)  (b)  

(c)  (d)  

Figure 1. Segmentation of an image with varying correlation properties. 
 

The analysis of the obtained results testifies to the high quality of the segmentation performed. 

About 89% of the original image points were segmented correctly. However, it should be noted that 
the peaks of the histogram of the correlation parameters in this case corresponded to the values of the 

correlation coefficients 0.5 and 0.7, respectively, i.e. which differ by approximately 27%. 

Thus, the main advantage of the proposed model in comparison with the known ones is the 

possibility of taking into account the internal connections between the pixels during segmentation, in 
addition to methods based only on the brightness of specific pixels. However, the use of preprocessing 

requires more computational complexity than the simple application of known algorithms, such as 

ISODATA, k-means, MRF-segmentation. 
Table 1 shows the time taken for image segmentation performed on a PC AMD-FX 4350 Quad-

Core 4.2 GHz, 8 Gb RAM. The image size is 300x300. 

 
Table 1. The complexity of segmentation. 

№  Algorithm Time, seс 

1 k-means 0,5 

2 ISODATA 0,78 

3 Nonlinear filtering + k-means 11,2 
4 Nonlinear filtering + ISODATA 11,5 

Analysis of the data in Table 1 shows that the proposed algorithm reduces the processing speed, but 

in some cases it allows to achieve an acceptable segmentation in comparison with the known methods. 

Increase the speed can be using window estimation of parameters, instead of a nonlinear filter. 
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4.   Results of segmentation of real images 
Nevertheless, the result obtained for simulated images allows us to reasonably hope that in the case of 

applying more complex segmentation procedures in processing the correlation parameter field, the 

segmentation algorithm found can be applied to real images. 
Indeed, Figures 2-7 presents the results of segmentation (binarization) of some typical images by 

applying a combination of the proposed algorithm and the ISODATA algorithm applied to the 

correlation parameter field. Figures 2(a)-7(a) show the original images, Figures 2(b)-7(b) show 
corresponding fields of correlation parameters, Figures 2(c)-7(c) shows results of segmentation based 

on correlation properties, Figures 2(d)-7(d) show segmentation results with intermediate subsampling. 

It means, that the estimate of the parameters was averaged over some small neighborhood. Finally, 

Figures 2(e)-7(e) shows the results of applying the ISODATA algorithm to the original images. 

     

(a) (b) (c) (d) (e) 

Figure 2. Segmentation of a complex color image. 

     

(a) (b) (c) (d) (e) 
Figure 3. Segmentation of an image containing 2 distinct objects. 

     

(a) (b) (c) (d) (e) 

Figure 4. Segmentation of the satellite image (cloud-lake-ground). 

    
 

(a) (b) (c) (d) (e) 

Figure 5. Segmentation of an image with pronounced luminance characteristics of objects. 
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(a) (b) (c) (d) (e) 

Figure 6. Segmentation of the test image Lena. 

 

 

 

 

 

(a) (b) (c) (d) (e) 
Figure 7. Segmentation of satellite image (ground-water). 

  

The analysis of the given images, as well as the direct calculation of correctly assigned pixels, 

allows us to draw the following conclusions. First, the field of correlation parameters allows you to 
visually distinguish the objects existing on the source images. This gives base for using such a field for 

further processing, in particular segmentation. Secondly, in most cases (5 of 6) preliminary nonlinear 

filtering allowed to increase the quality of segmentation by an average of 8%. In this case, the gain is 
greater, the more noticeable is the difference between the correlation properties of objects in 

comparison with the luminance ones. 

Finally, Figures 8 and 9 show the results of automatic segmentation of image data and 
segmentation, taking into account the selection of 2 objects based on the MRF-segmentation 

algorithm. 

 
Figure 8. MRF-segmentation with auto-determination. 

       
Figure 9. MRF-segmentation of 2 objects. 

 

Obviously, such segmentation based on auto-determination of the number of objects is inefficient. 
When the algorithm indicates the number of objects of interest, then for some images, adequate 

segmentation is obtained, but an error remains about of 10-12% level. And in more complex images, 

segmentation remains unsatisfactory. Preliminary evaluation of the relationships between pixels helps 
either to eliminate errors in simple images, or to perform adequate segmentation (about 90%) for 

complex images. 
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5.  Boundaries detection 
Note that the use of the recurrent filter as a tool for obtaining and brightness and correlation 

characteristics of the image allows, among other things, to solve the problem of directly determining 

the boundaries between objects in images. To do this, in many cases it is sufficient to filter the image 

in the forward and backward directions  )ˆ,ˆ,...,ˆ,ˆ,ˆ(ˆ
llNllll

xx 
1

  and  )ˆ̂
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  

Then it is necessary to determine statistics L for neighboring points )(i  and )( j . It can be calculated as 
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1

 and )(lK
2

  are vector coefficients of statistics L.  

In the case where L is greater than the threshold value L0, it is decided that there is a boundary 

between the points )(i  and )( j . Based on the modified likelihood ratio, one can show the validity of 

this decision rule. The sense of the detector is related to the fact that the doubly stochastic filter, when 
passing the explicit boundary between two objects, each of which is described by its doubly stochastic 

model implementation, demonstrates a short-term increase in the variance of the estimation error. This 

increase is the more, then the difference between these objects  is more obvious. You can detect this 

jump in the variance by comparing the estimates of the forward and backward filters. 
Figure  10 shows artificial doubly stochastic image (see Figure 10(a)), calculated statistics L (see 

Figure 10(b)), fragment of a real satellite image (see Figure 10(c))  and the calculated statistics L for 

real image (see Figure 10(d)). 

    
Figure 10. Selecting borders on an image using a two-pass doubly stochastic filter. 

 
Thus, based on the proposed models, it is possible to detect boundaries between objects, which also 

makes it possible to improve the quality of segmentation. 

6.  Conclusion 
Thus, the results of the conducted studies confirmed the possibility of using nonlinear recurrent 

filtering as an auxiliary tool that allows to improve the quality of segmentation of images of various 

types. This allows us to recommend this type of treatment for real machine vision systems. 
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