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Abstract. Complex systems can only be created based on models. A general 

specification language that is able to specify all aspects of a complex system in a 

good readable form does not exist. Heterogeneous Modeling with domain-spe-

cific languages seems to be a way to tackle complexity.  

The paper discusses some aspects of heterogeneous models and provides some 

examples demonstrating the combination of models based on Xtext and the 

Eclipse Modeling Framework (EMF). 
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1 Introduction 

Complex systems cannot be created without carefully planning. Modelling is an important aspect 

for this purpose. However, one single modelling approach is often not able to cover the complex-

ity of a system. Even for one aspect of a system, several models with different level of granularity 

are needed. In case of structural and dynamical aspects, specific modelling mechanisms are nec-

essary to specify each of them. The same becomes obvious for cyber-physical systems. Physics 

models have to be used in combination with models of the digital world. Challenges center on 

different specifications of human systems, human-computer interaction, social systems, biologi-

cal systems, physical systems, etc.  

Domain-specific specifications have to be proven useful. Their combination is still a challenge. 

Domain-specific languages (DSLs) that are specified by grammars might help. Currently, Xtext 

16 that is based on EMF (Eclipse Modeling Framework) provides a nice environment for speci-

fying DSLs. The Xtext environment allows the generation of syntax-driven textual editors. As a 

side effect, a Meta model is generated. Combining grammars of different languages results in a 

common language and a common Meta model of those languages. 

Textual editors seem to be useful in addition to visual editors. Handling of the editor is sometimes 

easier because of the familiarity with such tools. In 13 an overview of textual modeling languages 

for UML is provided. 

Before examples of heterogeneous textual modeling languages are provided, related work will 

be discussed. The paper ends with a summary and an outlook. 

  



2 Existing Perspectives of Heterogeneity of Models  

Computer scientists have to cope with heterogeneous models. This starts with the different pro-

gramming languages and ends with different paradigms for specifications.  

Lee 11 begins the abstract of his paper with the sentences: “Complex systems demand diversity 

in the modeling mechanisms. One way to deal with a diversity of requirements is to create flexible 

modeling frameworks that can be adapted to cover the field of interest.” In other words, com-

plexity has to be tackled with heterogeneous models and modelling languages. 

Lee motivates his work with some philosophical remarks. He quotes Kant: “the variety of beings 

should not rashly be diminished.” (entium varietates non temere esse minuendas) 15 and Einstein: 

“everything should be made as simple as possible, but not simpler” 13. Later Lee argues with 

UML in such a way that structural and behavioral specifications have to be combined to specify 

a complex system. However, for both aspects different paradigms like hierarchical structures and 

automata have to be used. 

Look et al. 12 discuss a concept of integrating six different model languages to model robotics 

applications. As modelling languages, they use a component & connector architecture description 

language, automata, I/O tables, class diagrams, OCL, and a Java DSL Their framework Monti-

ArcAutomaton supports language aggregation, language embedding and language inheritance. 

Language aggregation enables establishing a knowledge relationship between the models in 

terms of references. The models have their own structure. Embedding allows the usage of differ-

ent languages within the same model. Inheritance utilizes to refining or extending an existing 

language. All three approaches are discussed based on the consequences for abstract syntax trees. 

Lee summarized his paper in the following way: “This paper reviews actor-oriented modeling of 

complex systems, arguing that it provides a disciplined approach to heterogeneity. The central 

notion in hierarchical model decomposition is that of a domain, which implements a particular 

model of computation”. We follow this idea for modeling business processes. 

3 Modelling Business Processes with Heterogeneous Models  

3.1 Modeling examples 

Besides technical innovations, the support of human activities is very often the goal of software 

development. Business processes ranging from coarse-grained to fine-grained specifications have 

to be worked with. To demonstrate the usage of heterogeneous domain-specific examples, we 

will use very much simplified examples. 

We will start with two task models for a customer and a salesman. Both are specified as trees 

with three levels. The first level starts with the root followed by an iteration on the next level. 

The iterative task is split into two subtasks that have to be executed one after the other. 

It is assumed that a customer will ask for information and will get the list of available products. 

After selecting one product, the customer will get the corresponding price. Fig. 1 provides the 

corresponding task models in the notation of the language DSL CoTaL6. 

  

Fig. 1. Behavioral models for customer and salesman 

246



The behavior of both rules is specified locally. A customer first asks for information and later 

(temporal operator enabling - >>) selects a product. This can be done iteratively (temporal oper-

ator iteration - *). A salesman provides a list of products and later a price for a specific product. 

The cooperation of both roles is specified by a different model. It is called team model in the 

context of CoTaL1. The following figure provides a corresponding example. 

 

Fig. 2. Cooperation models for Customer and Salesman. 

According to the cooperation model several communications can be performed. A communica-

tion is started by asking for information by a customer. A salesman will afterwards provide a list 

of products. From this list of products, the customer will select one product and the salesman will 

provide afterwards a price for this product. 

The role models and the cooperation model are different languages. However, references from 

the team model to task of the role models exist. This is possible because of a joined grammar and 

consequently with a joined Meta model that is automatically generated based on that grammar. 

Editors for domain-specific languages that were implemented with Xtext allow the generation of 

code for other tools. Each specification is stored by the editor as instance of the Meta model, 

which has much in common with an abstract syntax tree. For the introduced language DSL-

CoTaL code generation for CoTaSE 4, HAMSTERS 8 and CTTE 5 were implemented. The an-

imated visualization of the specification in the tool CoTaSE is presented in Fig. 3. 

 

 

Fig. 3. Visualization of the cooperative model in CTTE. 

The team model reflects the state of the cooperation. In the current state Marite asked for infor-

mation and has to wait until she can select a product. Charles can provide a list of products. 

It might be the case that some developers are more familiar with statecharts than with task mod-

els. Therefore, it can be useful to provide both views or allow the developer to specify the view 
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he/she is most familiar with. Fig. 4 shows the specification of the behavior of a salesman in a 

DSL for task models and a DSL for statecharts. 

  

Fig. 4. Behavioral models for a salesman as task model and statechart model. 

Previous examples focused on the task flow only. However, in business processes there are also 

objects involved. They can be specified in conjunctions with the tasks and used in preconditions 

or in object flows. Two different languages (object specification and task specification) were 

embedded in one general language. Relations between objects are omitted because of simplicity. 

 

Fig. 5. Precondition for a task specified on the value of attributes of an object. 

Specifications of the object domain can also be done on the class level. Fig. 6 demonstrates on 

the left hand side the application of the GoF design pattern observer 7.  

                                                                     

Fig. 6. Specification of a pattern application (left) and the resulting java code (right).  

The classes Product and Customer are specified with their attributes on the left hand side of Fig. 

6. Additionally, the operation getPrice is specified for the class Product. Finally, the application 

of the design pattern observer is provided in a different language. The class Products is identified 

as having the role subject of the pattern. Several observers are possible. However, in the provided 

example there exists one observer class only. The class Customer acts in this role. 
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On the right hand side of Fig. 6 one can see the consequences of the observer pattern application 

on the Java source-code level. The class Customer got the reference to a product as attribute. 

Additionally the operation update was generated. Both modifications of the class Customer are 

related to the pattern specification. The rest is due to general rules for code generation of classes. 

Domain specifications by classes and transformations by GoF patterns are provided within the 

same modelling language. The two different grammars are combined for this purpose and deliver 

a joined Meta model. 

3.2 Discussion and Outlook 

Heterogeneous modeling has been used in software development for several decades. However, 

it seems to become more attractive with the new tools for language engineering. The workshop 

at EICS 2018 with the title “Workshop on Heterogeneous Models and Modeling Approaches for 

Engineering of Interactive Systems”1 supports this impression. Heterogeneous modeling allows 

the separation of concerns and in this way the management of complexity.  

Domain-specific languages allow the embedding of different languages by combining their gram-

mars. This was possible to demonstrate with the small provided examples. Different modeling 

languages were used for: 

 Specifying the communication between different models (team model and role models) 

 Specifying alternative specifications for the same purpose (tasks and states) 

 Specifying different models with references to each other (task and states) 

 Specifying different models with references ant the intention of transformation of an 

existing specification (GoF patterns). 

The overview of textual modeling languages for UML provided by Seifermann and Groenda 13 

shows the acceptance of textual model specification. It is not the intention to replace visual rep-

resentations. Both approaches, textual and graphical, should cross-pollinate each other. However, 

the textual specification and its representation as instance of a Meta model should be the basis 

for all implementations. 

We already made experiments with modeling languages for user interfaces of questionnaires. 

Different languages were specified for tasks and domain, abstract user interface, concrete user 

interface and final user interface 10 using the CAMELEON reference framework 3.  

A similar approach might be feasible for business processes and activity specification. One could 

imagine a specification of scenarios, use cases, and task models with different modeling lan-

guages that are embedded in one language and allowing references to each other. Additionally, 

transformations like for GoF patterns could be specified. 

It might also be worth to specify business processes on different level of abstraction. Starting 

from a simple block sequence. Refinement could reach via several levels the details of BPMN. 

It might also be worth to specify sublanguages of BPMN for certain specific domains. 

4 Summary  

The idea of heterogeneous modelling was discussed in the context of textual domain-specific 

languages. It was demonstrated how the cooperation of different task models can be specified by 

a team model. Additionally, alternative representations of the same model can be supported by 

different concepts (task mode versus statechart model). Finally, transformation of models can be 

                                                                 

1 https://sites.google.com/site/wshybridmodels/ 
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specified by models. These approaches are not new. However, they can be combined by Meta 

models and the corresponding toll support within EMF. 
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