Capsule Network for Video Segmentation
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In this article, samples of object recognition on video and selection of unique scenes are considered. We used a new algorithm of capsule networks as a tool for video analysis. The algorithm is a continuation of the development of convolutional neural networks. Convolutional networks use a scalar as the base element to be processed. In turn, capsule networks are processing vectors, and use a special routing algorithm. These fundamental differences allow capsule networks to be more invariant to the rotations and changes in illumination of the recognized object. This fact has become the key to choosing this type of networks for analysis of dynamic video. In this article, we propose a method for video segmentation. The essence of this method is as follows. First, you need to determine the main acting objects on adjacent frames. Then, it is necessary to determine whether these objects coincide, if not, then the second frame is considered the moment of transition to another scene. The proposed method was tested on the custom-collected dataset based on videos from YouTube. There were two classes of objects in dataset. The results presented in the article show that we were not able to achieve a high level of accuracy of video segmentation. Also worth noting that the learning process took quite a long time.
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1. Introduction

The neural networks have already become a powerful tool for solving various non-trivial tasks in the field of computer science. Unfortunately, today there is no universal solution in the field of neural networks and the solution of each case requires special research. Convolutional neural network (CNN) have proven themselves as a relatively effective method for classifying data [1,2], but such networks have a number of problems and are able to work effectively under certain conditions. The article [3] disturbed the world of neural networks. Geoffrey Hinton has represented a capsule network that could become a new generation of convolutional neural networks. According to the author, the proposed network are to solve the problem of poor translation invariance and lack of information about orientation. It is important to note, Hinton has laid the preconditions for the creation of capsule networks in his previous articles [4,5]. It is a well-known fact that CNN have problems with turning objects or changing lighting conditions [6,7]. Moreover, such a problem greatly affects on the effectiveness of the actions recognition on the videos, i.e. on a series of images.

Thus, in this article, we will study the use of a capsule network for pattern recognition on video and the selection of individual scenes. Networks will be aimed at recognizing objects on dynamic frames such. The transition of the scene will be considered in case of a significant change of the frames’ characteristics, such as the change of the existing object. Here is the number of articles that inspired us on writing this paper: [8–11].

2. Capsule network algorithm

Capsule network in its structure is similar to the convolutional network (Fig. 1a) and includes several layers consisting of capsules (Fig. 1b). Under certain conditions, the capsules can be activated. Each active capsule will be used to select another capsule from the next layer using a special routing algorithm. Routing is a key feature of capsule networks. Capsules are activated depending on various properties of the image, for example, shape, position, color, texture, etc. Thus, each capsule after training will be responsible for some property of objects in the image. It is assumed that the capsule will be active if there is a property on the image for which the capsule responds (Fig. 1c). A vector is obtained at the exit of the capsule. In this work, the vector will represent the probability of belonging to a particular class.

Procedure 1 Routing algorithm.

1: procedure ROUTING($j|i, r, l$)
2: for all capsule $i$ in layer $l$ and capsule $j$ in layer $(l + 1)$ : $bij \leftarrow 0$.
3: for $r$ iterations do
4: for all capsule $i$ in layer $l : c_i \leftarrow \text{softmax}(bi)$ . softmax computes Eq. 3
5: for all capsule $j$ in layer $(l + 1) : s_j \leftarrow Picij\hat{a}_j i$
6: for all capsule $j$ in layer $(l + 1) : v_j \leftarrow \text{squash}(sj)$ . squash computes Eq. 1
7: for all capsule $i$ in layer $l$ and capsule $j$ in layer $(l + 1) : bij \leftarrow bij + \hat{a}_j i$. $v_j$
8: return $v_j$.

The full algorithm of capsule network is represented in original paper [3].

2.1. Proposed method (analytics)

To begin with, in this study, we decided to analyze only visual information, which in the vast majority of cases is enough to identify objects on the video. Thus, the image series will be analyzed.

The goal is to design a deep learning architecture to identify the transition points between two different main active objects on the one video. In this paper we aim to use capsule networks instead of neuron ones to construct the deep learning architecture. This kind of networks was chosen as an alternative to CNN, which have obvious drawbacks when analyzing video.
First, the CNNs of the scalar and additive nature of neurons in CNNs, neurons on any given layer of the network are ambivalent to the spatial relationships of the neurons within their core of the previous layer and, therefore, within their effective receptive field of given input. In turn, in capsule networks, information on each layer is stored not as a scalar, but as a vector. Such vectors are capable of storing information about such attributes as spatial orientation, magnitude and the other newly-derived attributes depending on the type of capsule layer. The capsules of the upper level are “routed” to the capsule on the next layer using a special dynamic routing algorithm. This algorithm takes into account the consistency between the capsule vectors, eventually forming
meaningful partial relationships that are not found in standard CNNs. The internal representation of the convolutional neural network data does not take into account the spatial hierarchies between simple and complex objects. Therefore, if the image depicts the eyes, nose and lips for a convolutional neural network in an image, this is a clear sign of having a face. A rotation of the object worsens the quality of recognition, whereas the human brain easily solves this problem.

According to the [12], the capsule networks reduce the recognition error of the object in another angle by 45% in comparison with CNN.

The proposed method is described below.

On the input we get an array of images $T[1..n]$. Next, in a cycle, the network receives one image per step. The top preprocessing (compressing) layer is aimed at resize the image to the size of the first convolutional capsule layer, regardless of the size of the original image. For that reason the Convolution algorithm with a Lanczos filter [13] is used.

After exploring several potential architectures we realized that, in fact, to solve the task, there is no need to accurately identify the object to identify the transition points, we decided to use 3 layers of the network to reduce the data abstraction to reduce the complexity of the calculations.

We decided to use the similar model as in [7]. There is summary of three hidden fully connected and output layers of proposed model:

- The first layer process images with the size of $64 \times 64$ pixels.
- The second one is a convolutional layer with a $64 \times 9 \times 9$ sized filters and stride of 1 which leads to 64 feature maps of size $56 \times 56$.
- The third layer is a Primary Capsule layer resulting from $256 \times 9 \times 9$ convolutions with strides of 2. This layer consists of 32 “Component Capsules” with dimension of 8 each of which has feature maps of size $24\times24$
- The final output layer includes 2 capsules, referred to as “Class Capsules” which are aimed to return the probability of belonging to a class.

This is how the entire series of images of one video is processed. On the output we get an array with the probabilities of belonging to the objects on the frames to one of the classes in the format $[(p_1, p_2)_1, ..., (p_1, p_2)_n]$. Finally, it is necessary to detect the moment when the main active objects changes. For that case, we simply compare the values of the probabilities obtained. The moment of transition is the case when:

- $p_1i < p_2(i + 1)$
- $p_2(i + 1) - p_1(i + 1) < TP$,

where TP is a transition point probability constant which describes the sensitivity of transitions. The transition constant value is obtained experimentally and depends on the type of video. Obviously, for the image index, when the transition occurred, determine the transition time on the timeline.

Summarizing, this superficial research aims at testing CapsNet as an effective method for analyzing the series of images by detecting the change of the main acting object. Also, we have taken into account [14] while working on this paper.

The general scheme of proposed method is demonstrated on Fig. 2.

---

**Figure 2. A simple scheme of proposed method**
2.2. Experimental environment

We have prepared a special set of videos, which includes random videos of cars and running people from YouTube with size of $320 \times 240$. The training set included 500 videos randomly cut onto 5s sub-videos and randomly glued together.

Thus, we aimed at recognition of “suddenly-changed” senses. We have used a set of 50 video and a tenfold cross-validation method to assess the accuracy of network.

The method was coded with Python 3.6 and TensorFlow 1.10.0. We used the code template [14,15] as a start point of ours.

The training process was conducted on a cluster of 4 computers which were build according the results in [16]. Computers had the following characteristics:

- OS: Ubuntu 18.04
- GPU: Nvidia Geforce 540m
- CPU: Intel Core i5|i7
- RAM: 4-8 GB

2.3. Results

As a result, we have achieved the best result with an accuracy of 13.31% on a 3 hidden layer network. After a series of experiments it was found that the best results were obtained with $TP = 0.4$.

The results of the assessment test are shown in Table 1.

<table>
<thead>
<tr>
<th>Class</th>
<th>Accuracy, %</th>
<th>Assessment time, s</th>
<th>Average video duration, s</th>
<th>Number of senses</th>
</tr>
</thead>
<tbody>
<tr>
<td>No transition</td>
<td>87.25</td>
<td>24</td>
<td>21</td>
<td>0</td>
</tr>
<tr>
<td>People</td>
<td>7.27</td>
<td>13</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>Cars</td>
<td>9.52</td>
<td>14</td>
<td>10</td>
<td>2</td>
</tr>
<tr>
<td>People + Cars</td>
<td>13.31</td>
<td>13</td>
<td>10</td>
<td>2</td>
</tr>
</tbody>
</table>

According to the results, even in the absence of transitions the accuracy level of correctly recognized object was 87.25%. In the case where the video consisted of two scenes with people, the network successfully detected the transition only in 7.27 percent of cases. The transitions on the videos with cars were detected 2.25% better than on video with people. Perhaps this can be explained by video quality and higher dynamics of background change. The results of transitions detection on “People+Cars” videos are illustrated on Fig. 3.

Definitely, we can say that the most of guessed recognized transitions were among different classes of objects. In addition, we assessed the influence of background saturation by its middle value (0 – the darkest, 1 – the brightest). We found out that the background is extremely important in the recognition. The best results have been achieved between the values 0.3 and 0.4.

Given the overall low accuracy of transition detection on 2 scenes videos, we decided not to test the method on the videos with more scenes.

We have to point out the problem with performance. The training lasted about 6 hours, that a bit longer than CNN with similar architecture and parameters.

The drawbacks of such method:

- a small and poorly organized collection of data
- the usage of predetermined number of classes
– poorly optimized architecture and routings of the network
– weak algorithm for determining object shifts by frames

We are convinced that it is necessary to split the method onto two modules: object recognition and transition detection. The main reason for this breakdown is the need for highly specialized modules capable of solving tasks at different levels of abstraction. However, the integration of these modules will not be obvious. In addition, we suppose, it would be interesting to apply approaches from adjacent areas for data analysis, for example, approaches of dynamic scaling [17] or queuing theory methods [18] to improve the efficiency of calculations.

3. Conclusions

To sum up, in this paper we have studied the capsule network in the task of recognizing objects on video and highlighting unique scenes. Despite the stated efficiency of image recognition, capsule networks showed a low level of accuracy of recognition of transitions between scenes on videos.

It is important to note, even in the case of a high level of recognition accuracy the weak point of the CapsNet approach for video recognition is the limitation on classes. People should encode as little as possible the amount of knowledge in the AI software, and instead force them to rely on themselves from scratch. Therefore, currently considered algorithms are not able to provide acceptable image recognition efficiency for the exact segmentation of video. Considering the success of recurrent networks for recognizing actions on video in [19], we can assume that it is worth exploring the proposed in [20] Recurrent Capsule Network.
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