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1 Imntroduction

Bisimilarity is employed to define behavioural equivalences and reason about them.
Finding its origins in concurrency theory, bisimilarity is now widely used also in
other areas, as well as outside Computer Science.

In proofs of bisimilarity results, the bisimulation proof method has become
predominant, particularly with the enhancements of the method provided by the
so called ‘up-to techniques’ [13]. Among these, one of the most powerful ones is
‘up-to context’, whereby, during the bisimulation game, a common context in the
derivatives of two terms can be erased. Forms of ‘bisimulations up-to context’
have been shown to be effective in various fields, including process calculi [13, 18,
11], A-calculi [7,6, 5, 22], and automata [1,16]. A lot of work has been carried out
recently on 'up-to context’ and other up-to techniques, as well as on trying to give
a systematic treatment of the set of all such techniques (e.g., the tutorial [13]).

In this paper we summarise a different, ongoing, strand of work about tech-
niques for proving bisimilarity results. This strand is inspired by Milner’s theorem
about unique solution of equations in his landmark book on CCS [8]. This theorem
roughly says that two tuples of processes are componentwise bisimilar if they are
solutions of the same system of equations. Milner’s theorem has however syntactic
constraints, on the shape of the equations. For instance, the theorem heavily relies
on the sum operator — any other operator but prefix and sum is essentially for-
bidden. This limits the expressiveness of the technique (since occurrences of other
operators above the variables, such as parallel composition and restriction, in gen-
eral cannot be removed), and its transport onto other languages (e.g., languages
for distributed systems or higher-order languages, which usually do not include
the sum operator).

An important remark has to be made before providing more technical details.
In this paper, behavioural equivalences, hence also bisimilarity, are meant to be
weak because they abstract from internal moves of terms, as opposed to the strong
ones, which make no distinctions between the internal moves and the external ones
(i.e., the interactions with the environment). Weak equivalences are, practically,
the most relevant ones: e.g., two equal programs may produce the same result with
different numbers of evaluation steps. The problems mentioned above concerning
Milner’s theorem do not exist in the case of strong bisimilarity.

We outline two directions for improving Milner’s unique-solution technique.
The first consists in replacing equations with special inequations called contrac-
tions [21]. The second consists in replacing the most severe syntactic constraint in
Milner’s theorem with a semantic condition that has to do with divergence [3,4].



Other motivations for the work on unique solutions are the following. First,
the unique-solution techniques convey the flavour of ’bisimilarity up-to context’
techinques, as the equations (or contractions) intuitively bring out those contexts
that would be erased in an up-to context’ proof (indeed there are completeness
results with respect to certain forms of up-to context, in CCS-like languages [21]).
Thus here the goal is to bring light into the up-to-context techniques. For instance,
in higher-order languages, while there are well-developed techniques for proving
congruence [12], up-to context is still poorly understood [7,6, 5,22, 11].

Another possible interest for the unique-solution techniques is that they can be
transported onto other equivalences, including contextually-defined equivalences
such as barbed congruence, and non-coinductive equivalences such as contextual
equivalence (i.e., may testing) and trace equivalence.

2 Equations and Milner’s theorem

We recall equations and Milner’s theorem, in the setting of CCS. We omit the
standard definitions of syntax and operational semantics of the calculus, as well
of weak bisimulation, written =, [8].

Uniqueness of solutions of equations [8] intuitively says that if a context C' obeys
certain conditions, then all processes P that satisfy the equation P ~ C[P] are
bisimilar with each other. We use capital letters X, Y, Z for variable of equations.
The body of an equation is a CCS expression possibly containing variables.

Definition 1. Given, for each i of a countable indexing set I, variables X;, and
expressions E; possibly containing such variables, {X; = E;}icr is a system of
equations. (There is one equation for each variable X;.)

We write £ [13] for the expression resulting from E by replacing each variable
X; with the process P;

Definition 2. Suppose {X; = E;};c1 is a system of equations:

—Pisa solution of the system of equations for ~ if for each i it holds that
Pi ~ El[P] ~ _

— the system has a unique solution for ~ if whenever P and @) are both solutions
for =, then P =~ Q.

Definition 3. A system of equations {X; = E;};er is

— guarded if, in each E;, each occurrence of an equation variable is underneath
a visible prefix (i.e., a prefiz that is not 7);

— sequential if, in each E;, each occurrence of an equation variable only appears
underneath prefives and sums.

In other words, if the system is sequential, then for every expression E;, any
subexpression of E; in which X; appears, apart from X itself, is a sum (of prefixed
terms). For instance, X = 7.X + u.0 is sequential but not guarded; using /¢
for a visible prefix, X = ¢. X | P is guarded but not sequential, whereas X =
0.X +7.va(a.b|a.0),as well as X = 7.(a. X + 7.b. X + 7) are both guarded
and sequential.



Theorem 1 (unique solution of equations, [8]). A system of guarded and
sequential equations has a unique solution for ~. O

3 Contractions

Intuitively, for a behavioural equivalence <, its contraction >, is a preorder in
which P >~ @ holds if P < @ and, in addition, () has the possibility of being at
least as efficient as P. That is, if P can do some work (i.e., some interactions with
its environment), then @ should be able to do the same work at least as quickly
as P (i.e., performing no more 7-steps then those performed by P). Process @,
however, may be nondeterministic and may have other ways of doing the same
work, and these could be slow (i.e., involving more 7-steps than those performed
by P). The bisimilarity contraction is written >p;s and is a precongruence in CCS;
see [20, 21] for the formal definition. A system of contractions is defined as a system
of equations, except that the contraction symbol > is used in the place of the
equality symbol =. Thus a system of contractions is a set {X; = E;};cr where [ is
an indexing set and expressions F; may contain the contraction variables {X;}c;.

Definition 4. Given a behavioural equivalence < and its contraction =, and a
system of contractions {X; = E;}ic1, we say that:

— P is a solution for =~ of the system of contractions zf]3 ) E[]B] ;

— the system has a unique solution for < if whenever P and Qv are both solutions
for =~ then P < Q.

When we reason about bisimilarity, the contraction symbol > is interpreted as
the bisimilarity contraction >;s, and the equivalence < as the bisimilarity ~. Thus
P being a solution for =y, of the system of contractions {X; = E;};c; means that
P > bis E[ﬁ], and the system having a unique solution for & means that whenever
P and @ are both solutions for >;s then P @

Lemma 1. If a system of equations {X; = E;};,cr has a unique solution for =,
then also the corresponding system of contractions {X; > E;};cr has a unique
solution for ~.

The converse of the lemma, in contrast, is false: systems of contractions more
easily have a unique solution.

Definition 5. A system of contractions {X; = E;};c; is weakly guarded if, in
each E;, each occurrence of a contraction variable is underneath a prefiz.

Theorem 2 (unique solution of contractions for =). A system of weakly-
guarded contractions has a unique solution for =.

We refer to [20, 21] for discussions on completeness (the method is complete, in
the sense that any process bisimilarity can be proved with the method), examples
of application, abstract formulation of the method, and generalisation to other
languages and to other equivalences, including non-coinductive equivalences.



4 Divergence in equations

In this section we highlight a different approach, whereby one goes back to equa-
tions, but adds a condition based in divergence. In its basic form, the method (in-
spired by results by Roscoe in CSP [15, 14] essentially says that a guarded equation
(or system of equations) whose infinite unfolding never produces a divergence has
the unique-solution property.

We discuss the approach in CCS, as before, and assuming for simplicity a single
equation X = E (the results can be generalised to systems of equations). We need
to reason with the unfoldings of the given equation X = E: we define the n-th
unfolding of E to be E"; thus E' is defined as E, E? as E[E], and E""! as
E™[E]. The infinite unfolding represents the simplest and most intuitive solution
to the equation. In the CCS grammar, such a solution is obtained by turning the

L . » . A
equation into a recursive definition, namely the process Kg with K = E[Kg].
Process K is the syntactic solution of the equation.

Theorem 3 (Unique solution). A guarded system of equations whose syntactic
solutions do not diverge has a unique solution for =.

The theorem can be strengthened by distinguishing between different forms
of divergence; in particular, ignoring divergences that already show up in partial
unfoldings of the equations, i.e., E™ for some n > 0, called innocuous divergences.

We refer to [3] for abstract formulations of the method, application to other
languages, equivalences, as well as preorders. In [4] the method is applied to show-
ing what is the equivalence induced on A-terms by Milner’s encoding into the
m-calculus (for call-by-value), a problem that had remained open since Milner’s
work on functions as processes [10,9]. Such proofs seem hard to carry out with
the ordinary bisimulation proof method, even when enhanced by means of ‘up-to
techniques’.

4.1 Comparison

In comparison with the method based on contractions, the main drawback for
the method based on equations is the presence of a semantic condition, involving
divergence: the unfoldings of the equations should not produce divergences, or only
produce innocuous divergences. Various techniques for checking divergence exist in
the literature, including type-based techniques [23,19, 2]; a syntactic condition is
proposed in [3]. However, in general divergence is undecidable, and therefore, the
check may sometimes be unfeasible. Nevertheless, the equations that one writes
for proofs usually involve forms of ‘normalised’ processes, and as such they are
divergence free (or at most, contain only innocuous divergences). More experiments
are needed to validate this claim or to understand how limiting this problem is.

On the other hand, using contractions for proving an equivalence, one needs
also the theory of the associated contraction preorder; moreover there may be
processes for which the contraction technique is not applicable simply because the
contraction preorder is strictly finer than the equivalence, and therefore one of the
processes fails to be a solution.
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