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Abstract. The target of my research program is to find new approaches
to train Neural Networks (NN), in particular using Evolutionary Algo-
rithms (EA).

This area of research, called Neuroevolution, studies the optimization of
topology and weights of neural networks. The EAs are meta-algorithms,
which have many advantages with respect to classical optimization tech-
niques based on gradient descent (GD): (i) the loss function does not
need to be differentiable, (ii) they do less likely get stuck in local min-
ima, (iii) they are easy to parallelize.

The first approach was the application of Differential Evolution (DE) to
NNs for supervised problems, and the results were promising. Moreover,
the advantages abovementioned are the reasons why the EAs are largely
used in other machine learning task, like Reinforcement Learning. Con-
sequently, the application of EAs as NNs optimizer for Reinforcement
Learning will be my future research subject.
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Introduction

Supervised Learning is a Machine Learning task where a function is inferred
from examples composed of a pair of input and corresponding output. To tackle
this task many models were proposed. Among the most important model is
the Artificial Neural Network (ANN), which tries to emulate the human brain
behaviour through a weighted graph.

The usual method used to train the weights of Neural Network is the Back-
propagation (BP) with stochastic gradient descent (SGD), which minimizes the
loss function that evaluates the error between the NN outputs and the expected
outputs. The minimization is achieved through the modification of the Neural
Network weights. BD with SGD is an iterative local-convergence method which
needs a loss function differentiable, and it is hard to parallelize.

There are other ways to train a Neural Network; one of them is the use
of meta-algorithms coming from the Neuroevolution field. There are many ad-
vantages in using EAs. First of all, they can optimize functions which are not
differentiable, since no derivatives are calculated by these algorithms. Then, EAs
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are less likely to get stuck in local minima. They use a pool of solutions, com-
bined with greedy methods, in order to create new solutions which explore most
of the search space. Finally, EAs are easy to parallelize. In fact, they usually
use pointwise operators, which can be concurrently applied to different solutions
belonging to the same pool. However, there are some disadvantages, in fact,
EAs suffers from stagnation problem and they are slower to converge in a local
minimum.

With the aim to exploit the advantages of EAs, my research program has fo-
cused on the studying of the Differential Evolution (DE). DE is an Evolutionary
Algorithm, which is used to optimize real-valued functions without the gradi-
ent. The DE is a composition of four meta-operations: Initialization, Mutation,
Crossover, Selection. For each operator, there are many variants developed in
order to improve DE performances. Moreover, the DE has two hyperparameters,
the first one is F' used by Mutation operator, and the other one is the used by
Crossover operator. These parameters are essential for reaching the convergence.
For this reason, there exist many self-adaptive methods of the DE hyperparam-
eters.

The idea is to use DE as an optimizer of Deep Neural Networks. So, a batching
system was proposed in order to reduce the computation time. Moreover, in order
to find the best combination of the operators (and their parameters), they have
been tuned through a Quade test analysis on several datasets.

Another application of NNs is Algorithm Learning, i.e the Machine Learning
task where an algorithm is inferred from examples. The first model proposed by
Alex Graves at. al. is called Neural Turing Machine (NTM) [7]. That model uses
an NN as transition function of Turing machine. The NTM, in order to be fully
differentiable, uses a fuzzy representation of the Turing machine states. Then,
given the advantages of DE compared to classical methods, it was proposed in
order to infer the transition function.

State of the Art

The common way for the training a NN in Supervised Learning approach is the
Backpropagation with Stochastic Gradient [15]. This method is widely used both
in the business application and in research fields.

On the other hand, Neuroevolution is not very common for business appli-
cation. This is the reason why using EAs as NNs optimizer is a problem which
lacks a properly defined state-of-the-art.

Anyway, the dominating approach used in Neuroevolution is the genetic one
[5,14, 18], which is generally used to optimize the connections of a NN. That
approach is also used to optimize weights but, being a discrete approach, it
needs an encoding phase. The encoding phase is crucial and heavily domain-
dependent.

Another way is the use of Evolutionary Algorithms which work on real values
such as DE. There are many papers on the application of DE as an optimizer
for small NNs. In [12] the Differential Evolution is used, with the most known
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variants, as the NN optimizer without a batching system (entire dataset is used
during the training phase) for problems with the small domain. Another paper
s [11], where the Limited Evaluation Evolutionary Algorithm (LEEA), quite
similar to the DE, is used with a batching system (but without fitness inheri-
tance) in order to train different NNs on small problems. After the publication
of my preliminary results Prellberg and Kramer, in [13], approached the MNIST
problem with a small Convolutional Neural Network (CNN). Such network, op-
timized first through Backpropagation and then with their own EA, achieved
the same accuracy, which is 97% and it is not too far from the state of the art.

Another Machine learning field, where Neuroevolution is growing up, is the
Reinforcement Learning [16, 17, 6]. Regarding Reinforcement learning, EA algo-
rithms are common both in the business application and in the research field [16,
17,6]. In particular, there are some cases where the use of the EAs gives better
results than temporal difference methods (e.g. Q-Learning) [10].

Contributions

In my master thesis, I proposed the design and the development of a machine
learning method based on DE for neural network optimization: DENN (Differen-
tial Evolution for Neural Networks). For DENN, I developed a batching system
with an effective fitness inheritance method, which permitted the use of DE as a
Feedforward Neural Networks optimizer for real Supervised classification prob-
lems. The algorithm and the related tests are presented in [1]. The results of the
tests are comparable to the ones obtained using BP with SGD.

After the thesis, I continued to study and develop variants of DE in order to
improve DENN. During my first Ph.D. year, I focused on trying all the common
variants of DE and its operators in order to determine which of them was the
best for NNs training. Moreover, during this phase, I developed a new Crossover
operator, called interm, which has proven to work well. The operators (and their
parameters) have been tuned through a Quade test analysis performed on several
datasets. The results of the analysis and the interm implementation are shown
in [2].

Subsequently, I worked on the application of DENN on Machine Learning
tasks where the classic methods do not perform well; I developed a variant of
DENN which uses a model based on Neural Turing Machines (NTM) [7] called
Neural Random-Access Machines (NRAM) [8]. The NRAM is a model inspired
by CPUs which features a controller, registers, a memory, and many opera-
tors. The controller is a trainable Feedforward Neural Network called Neural
Controller, which represents the program to infer and which resolves a problem
through explicit manipulation and referencing of pointers. The results are close
to the ones in the original paper where the authors used Backpropagation with
ADAM [9] and curriculum learning [3].
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Research Methodology and Approach

Some of the objectives of my proposal were already achieved: first, I designed
and developed a DE variant which is able to train a Feedforward NN; then,
I tuned the DENN operations and their parameters in order to find the best
combination to be applied to Supervised Learning problems. Finally, I used
DENN as optimizer of Feedforward Neural Networks for Algorithm learning.
For the future, the long-term objectives of my proposal can be divided into
three steps: the first one is to use the knowledge I acquired on DE in order to
design Evolutionary Algorithms able to train Recurrent Neural Networks (RNN).
The next step will be to apply Neuroevolution techniques to train a Recurrent
Neural Controller for a NTM-like model. Moreover, I am planning to design and
develop EAs variants to be applied to Reinforcement learning problems. In the
beginning, I would like to use EAs in virtual worlds, such as the Starcraft I1
Learning Environment, the environment used by Google DeepMind to improve
Starcraft 2’s AI. Such environments are good to train and test models because
of their controlled structure.

Preliminary Results

I applied evolutionary algorithms to the Feedforward Neural Networks optimiza-
tion, with good results presented in [1] and in [2].

About the results, on the small dataset DENN reaches better results then
Backpropagation.

For the known MNIST dataset, the DENN algorithm applied to a network
without the hidden layers, reaches more than 90% of accuracy, the same result
obtained by Backpropagation.

The Quade test analysis identified the best combination of DE operators,
which are current_to_pbest as Mutation, interm as Crossover, and SHADE as
Self-Adaptive method.

Regarding NRAM and the problem of algorithms learning, the preliminary
results will be presented at AT*IA 2018 [4].

Conclusions

During the last years, Machine learning became popular not only for the research
world, but also in the business field.

Looking at both preliminary results obtained during first year and others re-
cent researches, the study of Evolutionary Algorithms on deep learning problems
appears to be promising in order to solve real world problems.

In the future, more attention will be given to the research area of Reinforce-
ment learning, which can guarantee a more general approach with respect to
Supervised learning.
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