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Abstract. The analysis of personal patient information is one of critical factors 

for well-been paradigm. The collection and processing system of the medical data 

based on cloud computing, IoT in medicine and anticipation system for the dete-

rioration of the patient's state on the basis of AI systems were constructed. The 

time series are used for future state prediction.  
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1 Introduction 

 

A problem of producing the so-called “Smart house for older persons and persons with 

physical disabilities” that provides a 24/7 health monitoring is intensively researched 

nowadays in many leading countries of the world. A rapid development of smart houses 

has become possible because of the recent fast progress in various computational intel-

ligence (CI) techniques such as fuzzy logic, artificial neural networks and hybrid sys-

tems of CI. Thus, the smart houses are called sometimes “intelligent houses”. 

The object of the investigation is to change the patient's condition at a certain time 

interval and to predict his condition with different methods of treatment. Also, an im-

portant point is the recognition of streaming video and the prevention of medical per-

sonnel about a particular case that occurred to the patient, for example, the patient fell. 

Based on the data obtained for a certain period, one can conduct an analysis and con-

struct associative rules for each particular case. The conducted analytical survey 

showed that the following parameters, such as changes in body temperature, changes 

in blood pressure, cardiological data, are most often required to be monitored [1-8]. 

Since these indicators most accurately reflect changes in the human body, regardless of 

whether it is rapid changes, or slow. The aggregate of such data and their change in 
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time will allow constructing associative rules by which one can predict a patient's con-

dition for a certain period [9-11]. 

2 State of arts 

Nowadays, Computational Intelligence (CI) methods and systems have been wide-

spread to address a variety of Exploratory Data Analysis and Data Mining tasks, in-

cluding as traditional: pattern recognition, classification, segmentation, and clustering, 

and are not directly related to this area of research. Intelligent management, defect de-

tection, etc. 

It is within this framework that the technology of computing intelligence can effec-

tively process information (images and video streams from surveillance cameras) in 

conditions of uncertainty, nonlinearity, stochasticity, chaos, different types of disturb-

ances and obstacles due to its universal approximating properties and learning oppor-

tunities based on experimental data characterizing functioning of the investigated phe-

nomenon or object. 

Nowadays, new areas such as Dynamic Data Mining, Data Stream Mining, Tem-

poral Data Mining are based on the classic Data Mining. For these technics information 

is delivered in real time in the form of multidimensional time series, video streams, etc. 

Classical Neural Networks, Fuzzy Systems (fuzzy systems), the evolutionary algo-

rithms were ineffective. Particularly, in case of Big data paradigm and information col-

lection from different sources [12 – 13] it is very important to analyze the data in his-

torical retrospective. 

In [14] the patient state formalism is provided. The semantic search in heterogeneous 

environment was proposed. 

The study of “Smart house for older persons and persons with physical disabilities” 

systems is carried out mainly on the analysis of multidimensional time series with the 

dynamics of specific indicators. The time series include methods of nonlinear analy-

sis, determination of fractal dimension, phase portrait construction, phase portraits of 

decomposition on separate cycles, Lyapunov's indexes etc. [15 – 16]. Time series mod-

eling and prediction widely used abroad, particularly in medical applications. The most 

famous approaches are: AR, MA, or ARMA univariate models. Approaches that are 

more sophisticated rely on nonlinear modeling and state space projection of the time 

series [22], Ralaivola et al. [22] present an approach for time series prediction based on 

kernel trick and supportvector regres-sion. In comparison, our approach is based on 

delay embedding and kernel regres-sion. The interesting for us is phase portraits and 

usage of constructed portrait for data prediction.The papers [17 – 20] emphasizes the 

need to protect personal data. In [22 – 25] the uncertainty in medical records are de-

scribed. 

The paper describes hardware-software system for personal medical data collection 

and processing. 



 

3 The system architecture 

3.1 Data collection 

The complex of data collection and analysis consists of two subsystems. The first one 

is the local one, consists of the necessary sensors which allow measuring the body tem-

perature, cardiological parameters, as well as the blood pressure index, if necessary, it 

is possible to expand the range of measuring parameters. Measured by sensor infor-

mation enters the ESP8266 microcontroller, which collects and transmits data through 

a Wi-Fi router to a local server at intervals of 1 minute. If necessary, the system allows 

to change the time of the survey of sensors in the range from 1 second to several hours, 

therefore, depending on the patient's condition, the doctor can select the required time 

for updating and get the most actual information. Thus, it is possible to minimize the 

size of the information gathering unit to the size of the smartphone. In order to prevent 

the occurrence of heterogeneous problems associated with the system de-energized, an 

internal source of uninterruptible power is predicted to provide the device work for 60 

minutes. Also, the system is equipped with a video camera or a video camera cascade, 

which makes it possible to see what happens to the patient in real time. The video stream 

is transmitting through a local server to the cloud, where it is storing for a certain period, 

which is requiring in each individual case (Fig. 1). 

 

Fig. 1. The medical data collection system 

Indicators of the patient's condition are quickly transmitted to the cloud where they 

accumulated into the database. A healthcare worker can analyze the patient’s state using 



 

the tablet or the smartphone. Also, it is possible to teach the system to notify a 

healthcare worker when the patient's condition changes, whether it is for the better or 

worse (Fig. 2). 

 

Fig. 2. The system for processing medical data and predicting the patient's condition 

Measured information goes through a secure channel via the server to the database, 

where records are storing with information that has been receiving before. The 

healthcare worker can choose the period for which it is necessary to review the patient's 

medical data. In this case, the necessary information extracted from the database is 

sending to the web server where the data is visualized and returns the response through 

a secure channel on the healthcare worker's request. Also worth noting that the system 

has an AI block, which is responsible for both recognizing images from the video 

stream and for predicting the patient's condition. The video stream that reaches the 

cloud is immediately processed to identify the contents of the templates in it. It could 

be specified the number of templates, for example, if the patient fell from the bed, then 

the system signals the healthcare worker about this situation. 

Prediction of the patient's condition is basing on the obtained data: if the patient does 

not intensively move, and he has abruptly increased blood pressure, then most likely he 

has a predominant state. In the case when the cardiogram shows problems in the work 

of the heart, the AI unit recognizes this, as well as assesses the condition and immedi-

ately warns the healthcare worker of the threat to the patient's life. In the same way one 

can foresee, and as a consequence, to warn a lot of the threats of the patient's life which 

need immediate medical intervention. AI unit can also be implemented as a system for 

predicting the patient's condition, taking into account his current state, and the choice 



 

of one or another method of treatment. The advantages of this method of implementa-

tion are that the doctor can more accurately predict the effectiveness of one or another 

method of treatment, based on his experience, data of the AI block, the dynamics of the 

growth of a disease.  

3.2 Data processing 

The future patient state prediction is made using time series [23, 24].  

This database consist of a cell array of matrices, each cell is one record part consists 

of blood pressure and cardiological parameters. In each matrix, each row corresponds 

to one signal channel: PPG signal, FS=125Hz; photoplethysmograph from fingertip; 

ABP signal, FS=125Hz; invasive arterial blood pressure (mmHg; ECG signal, 

FS=125Hz; electrocardiogram. The data is consolidated from different sources such as 

sensors and medical records [25].Also the adequacy determination of personal medical 

profiles is provided [21] The data uncertainty is evaluated [22]. 

The prediction model is built using open database https://archive.ics.uci.edu/ml/da-

tasets/Cuff-Less+Blood+Pressure+Estimation. Using this dataset the time series chars 

is built. The results are shown in Fig.3. To obtain data in the form of uniform data of a 

time series, it is tied to the number of test images. The fig. 3 shows the time series of 

the individual patient. A two-dimensional spatial matrix of distances is used. The pur-

pose of the analysis is to search for repeating elements of a series. 

 

Fig. 3.  The individual time series view of patient 

The values of the elements of this time series actually characterize the common state 

of patient. Value is calculated as additive average number of the set of parameters. 

The resulted data can be presented as discrete stochastic process [15]. The main in-

dicators of descriptive statistics are analyzed: arithmetic average meany , standard de-

viation, minimum minyyi   and the maximum maxyyi   value, range 

minmax yyR  . Also, median, fashion, asymmetry and kurtosis are defined. 

The model of the time series is presented as the additive model: 

https://archive.ics.uci.edu/ml/datasets/Cuff-Less+Blood+Pressure+Estimation
https://archive.ics.uci.edu/ml/datasets/Cuff-Less+Blood+Pressure+Estimation


 

      i ty t m t t    , (1) 

where  m t  is the trend. It is slowly variable component. The next element is oscilla-

tory component  t . This component presents  the noise. This is the random variables 

normally distributed with a mean 0m   and dispersion 2 1s  , and they include meas-

urement and calculation errors.  

For a stationary time series with an increase in the lag, the values of the coefficients 

of autocorrelation should show a rapid monotonous decrease in absolute magnitude. 

If case of non-stationary time series or closely to a stationary, the model is simplified 

like on equation: 

    i i ty t m t    (2) 

Phase space reconstruction is performed by the delay embedding of the observed 

data into phase space vectors. The phase space that is constructed from 𝑦(𝑡) and  m t  

phase space of a time series  based on Taken theory is  constructed from a vector [𝑚(𝑡 −
𝑙),𝑚(𝑡 − 2 ∗ 𝑙), . . . . , 𝑚(𝑡 − 𝑛 ∗ 𝑙)] in which l is the delay and m is minimum 

Embedded Dimension of the time series [15, 21]. 

Phase analysis is realized as a reflection of differential functions in the original func-

tion. The series is uniform, and the bypass is smooth and monotonous function. To find 

the differential, the equation is used: 

  1 1 2i iy y y h 
   ,  2 1 1 28 8 12i i i iy y y y y h   

      , (3) 

where і is the ordinal number of the level of the time series, h is the step between 

adjacent levels. 

One solution is dual median smoothing, in which the sequence of smoothed data   'iy

obtained in the first stage of processing the output timeline (with a sufficiently large 

m ) is once again "matched" by the median filter with 
12 mm  . An example of such 

processing is the so-called "Tuki 53" procedure, where 21 m , 12 m . After receiv-

ing the second smoothing series  ''iy , the final smoothed assessment is recommended 

to calculate by the formula: 

 '' '' ''
1 10,5 0,25i i i iy y y y    . 

The polynomial trend model is in fact the multiple regression equation, so for its 

identification, fully applicable regression analysis methods and procedures. In particu-

lar, an expanded matrix of data will look like: 
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The vector of MSE-values looks like: 
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3.3 Results 

The analysis is made using R and RHRV package [26]. It allows us to load heart beat 

positions from sensors stream, to build the instantaneous Heart Rate (HR) series and 

filter it to eliminate spurious points. The next is the plot building for the the instantane-

ous HR series etc. 

hr = CreateTimeAnalysis(hrv.data, size = 300, 

        interval = 7.8125) 

hr = CreateHRVData() 

hr = SetVerbose(hrv.data,FALSE) 

hr = LoadBeatAscii(hrv.data,"sensor.beats") 

hr = BuildNIHR(hr) 

hr = FilterNIHR(hr) 

hr = SetVerbose(hr,TRUE) 

hr = CreateTimeAnalysis(hr,size=400,interval = 7.7125) 

PlotPowerBand(hr, indexFreqAnalysis = 1, ymax = 200, 

ymaxratio = 1.7) 

PlotPowerBand(hr, indexFreqAnalysis = 2, ymax = 700, 

ymaxratio = 50) 

The result is shown on Fig. 4. 



 

 

Fig. 4. The result of power bands of HRV plotting 

The power spectrum obtained on the basis of Fourier analysis has fewer samples 

than the initial signal. In this regard, the power spectrum obtained from the wavelet 

analysis has the same number of samples as the original RR time series. 

4 Conclusions 

The paper presents hardware-software module for collecting and processing of personal 

medical information. The program is implemented in R language. Two approaches of 

time series are used. The SMA() function is used for data processing. The main purpose 

of this function is to smooth time series data with a simple moving average. The Cre-

ateTimeAnalysis  is used for heart beats analysis. The Arima and own nonlinear dy-

namical system were used for prediction. 
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