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Abstract. We were given a real-world problem – develop a recommender systems of planning and organization of the educational process at the university, and formation a causal model in an individual training plan for each student. Recommender system uses information about students and courses in order to attempt to recommend, through the use of some types of recommendation algorithms, educational modules that the student is likely to find useful. The major technologies used to develop the solution are: Graph database Neo4j, and recurrent neural networks using Truncated Backpropagation Through Time in Python deep learning library Keras. The whole discussion demonstrates how using new technologies for store and analyses big data allows to solve this project. The author found that the disjoint approach, with TBPTT uses, works reasonably well. Using a sliding window every time step is difficult/expensive to calculate, especially with a neural networks like TBPTT, and doesn't yield much benefit. Using a graph data model reduces the cost of executing a query to related data, which allows you to increase the productivity of the recommendation system as a whole. The prototype is flexible enough to integrate information from both internal repositories of the organization as well as external information collected from online courses networks.

1. Introduction

1.1. Project Summary

The world of educational environment has changed; old solutions are replacing by new ones, for example, blended learning. Mobility is the main motto of our time. In this regard, the entire infrastructure of information interaction between the teacher and his students is changing, and such principles as mobility and personalization of the educational process are putting at the head. The latter principle can only be achieved by having a complete information profile about each individual student, who wishing to form his personalized educational trajectory. This task includes a few subtasks:

- Identifying the student's personal characteristics and identifying the issues of professional interest that are of interest to him.
- Formation of the system of multivariate educational programs, which has necessary level of specification.
- Helping students to make a choice course, based on previous experience and global history of such decisions.

We were given a real-world problem in recommender systems and challenged to devise a novel or unique solution. Recommender system is a program which use information about students and courses...
in order to attempt to recommend, through the use of some types of recommendation algorithms, educational modules that the student is likely to find useful. In general, a personalized educational trajectory is an individualized curriculum that meets the needs of a separate learning personality. In substance, it is a special program of student learning activities consisting of a logically coordinated structure of training modules. Students can work independently with this special program, using it completely or by selecting fragments from it, in accordance with their educational needs.

If we put all the courses studied in some university, on a single coordinate grid, allows us to form a system of multivariate educational programs. This system looks like net, which can be as the basis for constructing a personified educational trajectory.

1.2. **What is system of multivariate educational programs**

Formally, system of multivariate educational programs is database system designed to solve the problem of estimating students’ preferences, for courses that the students has not yet studied. In general, knowledge sources correspond to the hierarchical structure of objects placed on the information space.

A course \( p \) is characterized by its state \( \sigma \). The state is the ensemble of information we need, to define course importance in process of estimating students’ preferences. An event \( e \) is a change of state of a course. The events affecting the state of course \( p_i \) are numbered sequentially as \( e_1^i, e_2^i, e_3^i, \ldots \). A course \( p_i \) is in state \( \sigma_i^j \) immediately after the occurrence of event \( e_i^j \) and remains in that state until the occurrence of the next event, \( e_i^{j+1} \). Each course can have \( r = 0, \ldots, m \) relationships to others course. Relationships are directed, from an influential course to a dependent course. A curriculum is a collection of cooperating courses that presents individual learning path. Each curriculum is a finite set of courses with time constraints and other properties.

Consider a system consisting of \( n \) course, \( p_1, p_2, \ldots, p_i, \ldots, p_n \) with \( \sigma_i^j \) the local state of course \( p_i \); then the global multivariate educational program is an \( n \)-tuple of local states. This can be expressed as follows in Equation 1:

\[
\Sigma^{(j_1,j_2,\ldots,j_n)} = (\sigma_1^{j_1}, \sigma_2^{j_2}, \ldots, \sigma_i^{j_i}, \ldots, \sigma_n^{j_n})
\]

(1)

This is a \( n \)-dimensional net-space because we have \( n \) courses. The more relationships, the more difficult it is to determine the events leading to the desired state. A large number of paths increases the difficulty of working the recommender system.

Each event \( e_i^j \) occurring at the moments \( t = 0, 1, 2, \ldots, m \), corresponds to the function \( f_j \), the result of which is the activation or conservation of the course. The subsequent state of the module depends on the previous and the results of the action:

\[
S = \begin{cases} 
1, & S > \theta - \text{activation}, \\
0, & S < \theta - \text{conservation}, 
\end{cases} \quad f(t) = F(\varphi(t), \Psi(t))
\]

(2)

where \( \Psi \) – statements of state formation; \( F \) – statement of action; \( \theta \) – threshold module activity.

1.3. **Problem Description**

The amount of data available in system of multivariate educational programs is huge. This amount of description of education modules is much too overwhelming and time consuming for a student to go through.

Conventional search can help a student find courses; however, this does not help the students find new courses that they may not have previously known about. Leveraging recommender systems to make this data more organized and visible is beneficial to both the students and the university. A recommendation system with a well-implemented algorithm can help alleviate this problem by picking out courses that are most relevant to the given student and displaying them to the student in a special interface.
Given a set of students $S$, a student $s$ such that $s \in S$, a states rating scale $\sigma$, and a set of courses $P$, a recommender system aims to solve the following problem: Based on the knowledge of prior preferences of student $s$ and students similar to $s$, predict the courses, $p_1, p_2, \ldots, p_i$, where, $p_1, p_2, \ldots, p_i \in P$, that $s$ would indicate highest preference for based on ratings state scale $\sigma$.

This can be also viewed as a formal optimization problem where the quantity to be optimized is the state. This can be expressed as follows in Equation 3:

$$\forall s \in S, p_u = \arg\max_{p \in P} \sigma(s, p)$$  \hspace{1cm} (3)$$

Recommendation system requires building several base components: source dataset, filtering technique, data model, response time and memory consumption of system. And apply important considerations on these issues: sparsity of dataset [1], scalability of data storage to the dataset [2], cold start problem [3], diversity vs. accuracy problem [2], security and privacy [4] [5], evaluation metrics of results [6]. The decisions in these areas will greatly affect the behavior and performance of the recommendation system.

The problem is stated as follows: the data model should have set relationships ability and provide fast join seek and adequate scalability to solve the given optimization problem in increasing data volume.

2. Project

2.1. Technologies

There are several ways to implement a personified educational trajectory. Among them we can distinguish the following: artificial intelligence or semi-automated system.

The method of a semi-automated selection system means that both the computer and the person participate in the decision. A semi-automated selection system can have varying degrees of user influence on decision making.

The first way, when the students chooses all the courses that they want to study themselves, but the system, only builds the trajectory of learning. The implementation of this method is carried out with the help of a given algorithm, at the entrance of which the courses for learning and relations with other courses are necessary for further training, and at the output a hierarchical tree of courses. In addition, whoever performs the selection does not know every courses, so it is likely that his or her pick will be biased, because one single person cannot rapidly explore the whole network of the courses. Their decision making could be (too) slow, and a way to deal with inconsistent judgments by different people must be provided at the end of the consultation.

The second way is when the student using the help of system, chooses the course. So, the system offers a list of courses that can be studied further, based on the first chosen course. A student from them chooses the necessary ones, and the program forms the following list of courses, considering the chosen ones, etc. This is how the student's educational path is built. The algorithm of this method is not much more complicated than the previous one. At the entrance we have the chosen course, and at the output – all the courses that can be studied knowing this.

And the third way, when a student only sets the ultimate goal of learning, to which he will seek. The program forms a student's educational path according a given goal and algorithm.

All of the above methods are effective only if the user knows the ultimate goal of his training or at least the direction of training. But sometimes a student doubts the choice and provides the opportunity for the system to choose for him, and for this, a method of implementation using the recommendation system and artificial intelligence are needed. One and best of the methods for implementing artificial intelligence is the use of artificial neural networks. Artificial neural networks have become widespread over the past 30 years and have allowed to solve complex data processing problems. Therefore, the method of machine learning with the use of the capabilities of a semi-automated system best suited to develop a system of multivariate educational programs.
In order to store data with inter-object links, it is necessary to use the appropriate type of storage system. Today we can distinguish two classes of databases, which suitable for this application, these are: relational databases and graph databases.

The relational database model is most simple for software implementation. It is on it that the most common DBMS for personal computers is based. The relational database model is based on the concept of relationship. The advantages of a relational approach to creating a database, represented by a set of relationships, are:

- The ability to select a fairly simple data model in the form of two-dimensional tables that satisfy the requirements for modifying the database.
- Store highly-structured data in tables with predetermined columns of specific types and many rows of those defined types of information.
- Providing domain relations, and producing a cross-relationships based on the JOIN operations.
- High accuracy of data manipulation tools, achievable by dint of the using of relational algebra and the calculus of relations.

However, the relational model has some important disadvantages relative to this project [8]:

- Due to the rigidity of their organization, relational databases require developers and applications to strictly structure the data used in their applications.
- The simplicity of the relational model can be its main drawback, it does not allow in a number of applications to satisfactorily perform the functions of identification, structuring and classification of processed objects.
- Joins are computed at query time by matching primary and foreign keys of all rows in the connected tables. These operations are compute-heavy and memory-intensive and have an exponential cost.
- When many-to-many relationships occur in the model, you must introduce a JOIN table that holds foreign keys of both the participating tables, further increasing join operation costs.

Contrariwise, we have graph database where both relationships and data are equal importance to the subject itself. This means we are not required to infer connections between entities using special properties such as foreign keys or out-of-band processing like map-reduce. By assembling nodes and relationships into connected structures, graph databases enable us to build simple and sophisticated models that map closely to our problem domain. The data stays remarkably similar to the its form in the real world – small, normalized, yet richly connected entities [8].

Thus, the major technologies used to develop the solution are: Graph database Neo4j, and recurrent neural networks using Truncated Backpropagation Through Time in Python deep learning library Keras. All technologies used were freely available for download on the Internet.

2.2. Recurrent neural networks approach for rank computing

According to the received characteristics of the student, the neural network determines the best courses for further education. And the student, in turn, chooses the final goal based on the decision made by the system and his preferences. As a result, the program forms a curriculum for this student. We divide the problem into part of the subtasks, each of which will correspond to a separate act of work. Three acts of neural work are selected in Figure 1:

- Determination of the general rate by a separate studied course.
- Determination of the general rate for an individual potential course.
- Determination of list some recommendations for further training.

Each subtask is solved by a separate neural network. An integral neural network is a set of interconnected neural networks. In the developed software product, all three neural networks are neural networks with back propagation. Recurrent neural networks are able to learn the temporal dependence across multiple timesteps in sequence prediction problems. Modern recurrent neural networks like the Long Short-Term Memory, or LSTM, network are trained with a variation of the Backpropagation algorithm called Backpropagation Through Time. This algorithm has been modified
further for efficiency on sequence prediction problems with very long sequences and is called Truncated Backpropagation Through Time (TBPTT) [9].

The major technologies used to develop the solution are: Graph database Neo4j, and recurrent neural networks using Truncated Backpropagation Through Time in Python deep learning library Keras. The core data structure of Keras is a model, a way to organize layers. The simplest type of model is the Sequential model, a linear stack of layers. For more complex architectures, you should use the Keras functional API, which allows to build arbitrary graphs of layers [11].

Here is the Sequential model:
1. from keras.models import Sequential
2. model = Sequential()

Stacking layers is as easy as .add():
1. from keras.layers import Dense
2. model.add(Dense(units=64, activation='relu', input_dim=100))
3. model.add(Dense(units=10, activation='softmax'))

Then we configure its learning process with .compile():
1. model.compile(loss='categorical_crossentropy',
2. optimizer='sgd',
3. metrics=['accuracy'])

A core principle of Keras is to make things reasonably simple, while allowing the user to be fully in control when they need to (the ultimate control being the easy extensibility of the source code).

The task of the neural network is to decide on the most successful further education of the student, based on the result of the courses he has studied previously and the statistics of other students in the courses on which further education of this student is possible. These are "by choice" for a given specialty. At the input of the neural network we have a list of courses studied by the student with a certain number of points in three categories: knowledge, skills, experience.

Figure 1. Process of determining the best courses for further education.
The weight of the course $V$ characterizes by its possibility of inclusion in individual learning path and can be described by means of a vector (4).

$$V = (G, I, J, \tau, P)$$

(4)

$G$ – parameter of systemic nature of the module; $I$ – level of abstraction of educational information; $J$ – degree of depth of educational information; $\tau$ – time coordinate; $P$ – probability of an activation.

To calculate the systemic nature of the module, the degree of depth of the training information, and the level of abstraction of the educational information, we use the formulas described in [7].

$$G = \frac{1}{2 + M} \left[ \sum_{i=1}^{Q} \frac{N_{bl_i}}{N_{bl_0}} + \sum_{i=1}^{R} \frac{N_{N_i}}{N_{N_i}} \right]$$

(5)

where $Q$ – the number of generalized sections, i.e. those who have more than average references to other academic disciplines;

$R$ – the number of base topics, i.e. those whose sum of links exceeds the average number of links;

$N_{bl_i}$ – the number of links to the $i$-th generalizing section;

$N_{N_i}$ – the number of links to the $i$-th base topic.

$$I = \frac{1}{N} \left[ N_3 + N_{(2,3)} + N_{(2,3)} \right]$$

(6)

where $N$ – the total number of courses in system of multivariate educational programs;

$N_3$ – the number of courses of the third type;

$N_{(m, n)}$ – the number of courses located on the $n$-th level of the $m$-th type.

$$J = \frac{1}{N} \sum_{n=1}^{3} \sum_{m=1}^{3} [3(m - 1) + n] \times N_{(m, n)}$$

(7)

where $m$ – type number of the courses;

$n$ – level number of system of multivariate educational programs.

The core of the model consists of an LSTM cell that processes one course at a time and computes probabilities of the possible values for the next course in the sentence. The memory state of the network is initialized with a vector of zeros and gets updated after reading each course.

We use TBPTT supervised learning algorithm, which adjust the weights to minimize the error.

Recurrent neural networks LSTM can use their internal state to remember over very long input sequences. Such as over thousands of timesteps. This means that the configuration of TBPTT does not necessarily define the memory of the network that you are optimizing with the choice of the number of timesteps. You can choose when the internal state of the network is reset separately from the regime used to update network weights. Instead, the choice of TBPTT parameters influences how the network estimates the error gradient used to update the weights. More generally, the configuration defines the number of timesteps from which the network may be considered to model your sequence problem.

We can state this formally as something like [9]:

$$y_{hat}(t) = f(X(t), X(t - 1), X(t - 2), \ldots X(t - n))$$

Where what is the output for a specific timestep, $f(\ldots)$ is the relationship that the recurrent neural network is approximating, and $X(t)$ are observations at specific timesteps.

Suppose we are using a vanilla RNN and are given some categorical sequence $x$ of length $T$:

$$= [x_1, \ldots, x_T]$$

To fit the parameters, compute a cross-entropy loss as follows. First, I compute the network outputs at all time-steps:

$$h_t = tanh(W_hx_t + W_hh_{t-1})$$

$$y_t = W_yh_t$$

for $t < T$
Each output is passed through a softmax to get a distribution vector \( P_t \) over the categorical output space. We used the loss

\[
\text{loss} = -\frac{1}{T-1} \sum_{t=1}^{T-1} \log P_t[x_{t+1}]
\]

For some models, where \( T \) is small, training this model by unfolding the RNN over the whole time series and doing SGD works well.

Now, for large \( T \) we try to use truncation, i.e. essentially only consider the past up to some point \( k \ll T \), say \( k = 50 \). We tried two variations:

- the first approach is to split my sequence \( x \) into disjoint sub-sequences of length \( k \) and then doing a descent step for each of these sub-sequences;
- second, a sliding window approach, where the window size is \( k \), thus processing all \( O(T) \) sub-sequences of length \( k \).

Also, one could imagine intermediate methods, where the sliding window overlaps by some larger amount.

### 2.3. Graph data approach to store big data

The major technologies used to store big data is Graph database Neo4j. Graph databases address one of the great technological trends of today: leveraging complex and dynamic relationships in highly connected data to generate scalability and high performance computations advantages. For data of any significant size or value, graph databases are the best way to represent and query connected data. Authors [10] shown, that connected data is data whose interpretation and value requires us first to understand the ways in which its constituent elements are related. More often than not, to generate this understanding, we need to name and qualify the connections between things. Since the complete system of multivariate educational programs consists of more than million relationships, we present here a small illustrative subnetwork. The Figure 2 below shows the data model for the subnetwork, which contains four node labels and five relationship types.

![Graph Data Model](image)

**Figure 2.** Initial graph data model.

This network visualization in Figure 1 shows several interesting data relationships. Related to the Course internal data, note that:

- **STUDIED**, points to the passed Courses of the Student. This relationship has few properties, in Figure 2 shows three important for our investigation: rating (estimation of the Course the
student has given), on (evaluation date), bin_threshold (binary statement about the capabilities of the Student: if the student has already performed successfully a certain course, then the link property is bin_threshold=1; if instead the Student is assumed to be capable of taking the course but never tried, in the graph it is set bin_threshold=-1; and finally, if it is known that the Student is not capable to learn the related course, the property bin_threshold=0).

- The Course node itself is linked to a collection of Unit nodes, that represent a certain activities (lectures, labs, practise, and etc.) inside the course. A learning item IS_FULFILLED by a course.
- A learning path consists of a few ordered courses; some of these can be studied in parallel. Since a diploma can have more than one path, and items on the path can be common, we need a way to identify which items constitute one learning path. Therefore, a learning path is modelled as a chain where each IS_PART_OF relation is qualified by the learning path name, for example { path: "09.03.01" }.
- Some Course node can be connected from 0 to n another Course nodes via the IS_PREREQUISITE link, to implement dependence of one subject on another. This connection may be very important especially for knowledge learning path.

Finally, each Student node can be connected to Union node, via the COMPLETED link. COMPLETED, indicates that the student has a specific skill. It is highly equivalent to the previous relationship STUDIED, with the only difference that it also illustrates a Student’s knowledge, competence and experience in credits. The second property could be used to infer the level of expertise acquired by the student in a certain area, and may be used to understand possibilities learning next course.

2.4. Filtering out Courses
The classical approach to modeling such problems proves to be inadequate for the reason that the representation of the parameters of this problem by precise numerical values turns out to be in principle inadequate due to their weak structuredness, variability in time and uncertainty.

We saw in Figure 2 a part complex network (or graph) of nodes and links, that has the appearance of an emergent self-organizing structure.

Excluding some courses from the search is the first task to complete. This requirement may derive from common-sense reasoning, internal regulations, or requests. Moreover, it will minimize the number of nodes and links to traverse in subsequent queries, resulting in improved performance.

First step, we can use Label for filtering. A node can have zero, one or more labels. Nodes that share the same label are grouped into a collection that identifies a subset of nodes in the database graph to perform queries against it. In this example, it is a Diploma label. Therefore, a first query will search for courses that have joined the subject area, and filter another labeled courses out of the prospective pool.

Second step, we use a path, that specifies a traversal of part of the graph. It is typically used as part of a query to specify a pattern, where the query will retrieve from the graph data that matches the pattern. A path is typically specified by a start node, followed by one or more relationships, leading to one or more end nodes that satisfy the pattern. The sequences of courses are specified by path expressions.

Whenever you run the equivalent of a JOIN operation, the graph database uses this path expressions, directly accessing the associated nodes and eliminating the need for costly search and match calculations. This ability to preset relationships in a database structure allows us to provide performance several orders of magnitude higher than in other types of databases, especially for queries using JOIN ones. As you can see, the structural differences between relational and graph data bases are very large. The rectilinear structure of the graph leads to much simpler and more expressive data models than the models created using traditional relational or other NoSQL databases.
3. Conclusion

This research will be used as a basis for developing a system of planning and organization of the educational process at the Novgorod State University, and formation of a model and an individual training plan for each student.

The sample curriculum recommends a course, if this amount has not been determined by the state educational standard, and the time of its study in the general set of courses of the curriculum.

An approximate program of course includes requirements for knowledge, skills and skills acquired as a result of its study. The sample program gives the distribution of the total labor intensity of the study of the course to the student's classroom and out-of-class work, as well as sets the types of classroom activities, gives recommendations on course design.

The major technologies used to develop the solution are: Graph database Neo4j, and recurrent neural networks using Truncated Backpropagation Through Time in Python deep learning library Keras. The whole discussion demonstrates how using new technologies for store and analyses big data allows to solve this project. The author found that the disjoint approach, with TBPTT uses, works reasonably well. Using a sliding window every time step is difficult/expensive to calculate, especially with a neural networks like TBPTT, and doesn't yield much benefit. Using a graph data model reduces the cost of executing a query to related data, which allows you to increase the productivity of the recommendation system as a whole. The prototype is flexible enough to integrate information from both internal repositories of the organization as well as external information collected from online courses networks.
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