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Abstract. The paper represents the model for image captioning based on deep neural networks 

and adversarial training process. The model consists of a convolutional network as image 

encoder, a recurrent network as natural language generator and another convolutional network  

as an adversarial discriminator. The structure of the model, the training algorithm, some 

experimental results and evaluation using popular metrics are proposed. 

1. Introduction 

Nowadays complex artificial intelligence tasks that require processing of combination of visual and 

linguistic information has received increasing attention from both the computer vision and natural 

language processing communities. These tasks are called multimodal. They are challenging because of 

requiring accurate computational visual recognition, comprehensive world knowledge, and natural 

language generation. In addition to computer vision and natural language processing problems there 

are some problems related to the combination of the fields. One of the most challenging tasks is 

automatic Image Captioning [1], [2]  known from 1990s [3], [8]. 

2. Image Captioning Task  

Automatic Image Captioning systems generate one or more descriptive sentences  in natural language 

given a sample image. 

The task is the intersection of two data analysis fields: pattern recognition and natural language 

processing. In addition to visual objects, attributes and relations recognizing  it requires further 

describing them as a natural language  text [2]. 

The task of generating image descriptions can be understood as translation from one representation 

(visual features) to another (text features). In this aspect it is similar to machine translation task that is 

to transform data representation written in one language/modality (an input image I) into its 

representation in the target language/modality (a target sequence of words C) by maximizing the 

likelihood p(C|I) [22]. 

Automatic Image Captioning systems include two subsystems: “encoder” and “decoder”. An 

“encoder” reads the source data (raw pixels of the given image) and transforms it into a rich fixed-

length vector representation, which in turn is used as the initial hidden state of a “decoder” that 

generates the target descriptive sentence in natural language. 

The most successful Image Captioning approaches are based on deep neural networks: 

Convolutional Neural Networks (CNN)  and Recurrent Neural Networks (RNN). General Image 

Captioning approach (Figure 1): convolutional neural network (first pre-trained for an image 
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classification task) is used as an image “encoder”, then the last hidden layer is used as an input to the 

RNN decoder that generates sentences [22], [12], [5], [24], [10]. 

 

 

Figure 1. General Image Captioning approach. 

3. The neural network image captioning model based on adversarial training   

Generative Adversarial Nets (GANs [9]) that implement adversarial training have been used to 

produce samples of photorealistic images, to model patterns of motion in video, to reconstruct 3D 

models of objects from images, to improve astronomical images, etc. [23].  

However in this paper we propose image captioning approach based on the Sequence Generative 

Adversarial Nets (Sequence GANs [14]). 

GANs represent a combination of two neural network: one network (generative model G) generates 

candidates and the other (discriminative model D) evaluates them. Typically, the generator G learns to 

map from a latent space to a particular data distribution of interest, while the discriminator D 

discriminates between instances from the true data distribution and candidates produced by the 

generator. This is the implementation of adversarial training: the generative model’s training objective 

is to increase the error rate of the discriminative model  (i.e., "fool" the discriminator network by 

producing novel synthesised instances that appear to have come from the true data distribution). 

3.1. The structure of the model  

The general structure of the proposed neural network model is represented in the Figure 2. 

 

 

Figure 2. The general structure of the neural network image captioning model based on adversarial 

training.  

The model consists of: 

1) convolutional neural network that is used as an image “encoder”; 

2) recurrent network that produces natural language descriptions; 

3) another convolutional neural network that is used as the discriminator during adversarial 

training process. 

as image encoder, recurrent network as natural language generator and  convolutional network  as a 

adversarial discriminator. 

VGG16 model [19] is used for image encoding (CNN), LSTM (Long-Short Term Memory [11]) 

recurrent network is used for generating text descriptions (G). We choose the convolutional network 
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as the discriminator (D) as this kind of deep networks have recently been shown of great effectiveness 

in text (token sequence) classification [13]. 

3.2. Training algorithm  

The training process of the proposed model consists of the following steps: 

Step 1. Initialization and pre-training: 

1.1. Pre-train CNN and G; 

1.2. Generate negative samples using CNN and G; 

1.3. Pre-train D; 

Step 2. Training (N epochs): 

2.1. Train G for g epochs; 

2.2. Generate negative samples using CNN and G; 

2.3. Train D for d epochs. 

We use the  reinforcement learning (RL) modification [20] to train the proposed model. The 

generative model is treated as an agent of RL. In the case of adversarial training the discriminative net 

D learns to distinguish whether a given data instance is real or not, and the generative net G learns to 

confuse D by generating high quality data.  

The discriminator provides the adversariness of the training process. The CNN and the generator G 

work during production of the model: raw pixels of the given image are read and transformed into a 

rich fixed-length vector representation by the encoder CNN, then generator G generates the target 

descriptive sentence in natural language from this representation. 

3.3. Experiments results   

We have performed some experiments on the challenging public available Microsoft COCO Caption 

dataset [6]. It includes images from Microsoft Common Objects in COntext (COCO) [16] database. 

All data are divided into training set and validation set. We use 32,000 images and 160,000 

corresponding text descriptions (five per image) as training set and 40,000 pairs “image-sentence” as 

validation set. 

Several sample descriptions provided by the model after 75 training epochs are represented in the 

Figure 3. 

In many cases descriptions made by the proposed model can describe the content of the depicted 

scenes (despite grammatical and semantic inaccuracies). However there are some gross mistakes. 

3.4. Evaluation  

Although it is sometimes not clear whether a description should be deemed successful or not given an 

image, prior art has proposed several evaluation metrics [17], [15], [7], [21], [4]. These metrics are 

based on evaluating the similarity of two sentences (candidate caption and reference caption). We use 

popular metrics BLEU-1, BLEU-2, BLEU-3, BLEU-4 [17], ROUGE-L [15], CIDEr [21]. 

We compare the proposed neural network model based on adversarial training to an CNN+RNN 

baseline.  

The image captioning performance of the proposed (GAN) and known (CNN+RNN) models are 

represented in the Table 1 and Figures 4-5. 
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Figure 3. Sample image descriptions. 
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Table 1. The image captioning performance of the models. 

 
 

 
     Training 

epochs 
Model Bleu-1 Bleu-2 Bleu-3 Bleu-4 ROUGE-L CIDEr 

10 
CNN+RNN 0,290 0,128 0,054 0,025 0,239 0,041 

GAN 0,309 0,139 0,060 0,027 0,253 0,039 

25 
CNN+RNN 0,293 0,131 0,056 0,026 0,241 0,042 

GAN 0,318 0,145 0,062 0,027 0,258 0,044 

50 
CNN+RNN 0,297 0,133 0,058 0,027 0,244 0,045 

GAN 0,326 0,151 0,066 0,031 0,262 0,043 

75 
CNN+RNN 0,297 0,133 0,058 0,027 0,244 0,044 

GAN 0,314 0,148 0,067 0,031 0,251 0,054 

100 
CNN+RNN 0,296 0,132 0,057 0,026 0,244 0,044 

GAN 0,324 0,155 0,074 0,037 0,272 0,054 

 

 

 

Figure 4. BLEU values w.r.t. the training epochs. 
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Figure 5. ROUGE-L and CIDEr values w.r.t. the training epochs. 

Table 1 and Figures 4-5 show that the proposed image captioning model based on adversarial 

training outperforms the compared baseline (CNN+RNN) in various metrics. The best improvement is 

achieved for 100 training epochs. Obviously, the performance of the proposed model depends on the 

detailed model structure and training strategy. Choosing the attributes of the model structure (number 

of layers, etc.) and values of the training process parameters (number of training and pre-training 

epochs) is the problem for further research. 

4. Conclusion  

In this paper, we proposed a neural network image captioning model based on adversarial training. 

The model combines a convolutional neural net for image processing and Sequence Generative 

Adversarial Net for generating text descriptions. Some experimental work to measure the effectiveness 

of the model has been performed on the challenging Microsoft COCO Caption dataset. It shows that 

the proposed model could provide better automatic Image Captioning compared to known baseline of 

CNN and RNN. 
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