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Abstract. In this paper, the basic principles of building information support for an automated system for
balancing the production capacities of large industrial enterprises are formulated. In addition, the model of
forecasting time series in the task of power balancing is given.

1. Introduction
The technological preparation of complex production at large enterprise requires the analysis of
production capacities. The aim is to increase the efficiency of the use of material, technical and human
resources [1]. Achieving the goal requires several tasks: input data definition, the creation of models
reflecting the state of production processes, development of balancing algorithms.

The solution of the set tasks implies the possibility of forming a unified information environment for
technological support of production.

2. Time series of enterprise
We analyse production processes of aviation factory. The task is to balance the production capacity.
The current approach of management is based on using common methodology. Methodology contains
algorithms and coefficients, accumulated from statistic of production. The main disadvantage of this
approach is a strong discrepancy between the real production indicators and the collected statistical data
[2]. Denote the limitations of applying methodology:

• long extraction time of statistical coefficients from production indicators;
• impossibility of dynamic adaptation of calculations into separate periods shorter than the forecast

horizon;
• the methodology does not provide for adaptation to a specific production.

Summarizing, we can note a significant averaging in the calculations, which reduces the accuracy.
By analyzing these techniques it is easy to see, that the coefficients are aggregated and averaged

information from the indicators of production processes. Such processes are easily represented by
discrete time series. When analyzing production processes, it was found that this discrete interval is
the month - the minimum forecast horizon, and the time point at which the indicators are unchanged.

We extract the following types of time series: employee work time fund, tool work time fund,
performance ratio, area usage, tool wear.

For all types of process we identify monthly indicator values. Now we can identify models of
processes by using time series. Very important to find the following characteristics of time series:
seasonality, local and global tendencies.
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3. F-transform
We use F-transform to smooth production time series. Generally, the F-transform of a function f : P −→
R is a vector whose components can be considered as weighted local mean values of f . Throughout
this paper we will assume that R is the set of real numbers, [a, b] ⊆ R , and P = {p1, . . . , pl} , n < l ,
is a finite set of points such that P ⊆ [a, b] . Function f : P −→ R defined on the set P is called
discrete.

Below, we will remind basic facts about the F-transform as they were presented in [3].
The first step in the definition of the F-transform of f is a selection of a fuzzy partition of the interval

[a, b] by a finite number n ≥ 3 of fuzzy sets A1, . . . , An . According to the original definition, there
are five axioms which characterize a fuzzy partition: normality, locality, continuity, unimodality and
orthogonality (the Ruspini condition) [3].

A fuzzy partition is called uniform if the fuzzy sets A2, . . . , An−1 are shifted copies of the
symmetrized A1 . The membership functions A1, . . . , An in the fuzzy partition are called basic
functions. We say that the basic function Ak covers a point pj if Ak(pj) > 0 .

Figure 1 shows a uniform fuzzy partition of an interval [a, b] by fuzzy sets A1 , . . . , An , n ≥ 3 ,
with triangular membership functions. The formal expressions for an uniform fuzzy partition of an
interval [a, b] by fuzzy sets A1, . . . , An , n ≥ 3 , with triangular membership functions are given below
where h = b−a

n−1 .

A1(x) =

{
1− (x−a)

h , x ∈ [a, x2],

0, otherwise,

Ak(x) =

{
|x−xk|
h , x ∈ [xk−1, xk+1],

0, otherwise,

An(x) =

{
(x−xn−1)

h , x ∈ [xn−1, b],

0, otherwise.

Figure 1. An example of a uniform fuzzy partition by triangular membership functions

In the subsequent text we will fix the interval [a, b] , a finite set of points P ⊆ [a, b] and relaxed fuzzy
partition A1, . . . , An of [a, b] . Denote akj = Ak(pj) and consider n× l matrix A with elements akj .
We will say that A is a partition matrix of P . Below, a matrix of a special uniform partition is presented.

Assume that the points p1, . . . , pl ∈ [a, b] are equidistant so that a = p1 , b = pl , pi+1 = pi + h ,
i = 1, . . . , l − 1 , and h > 0 is a real number. Let A1, . . . , An be a uniform partition [a, b] such that
each basic function Ak has a triangular shape and covers fixed number of points, say N . Moreover, let
nodes x0, x1, . . . , xn, xn+1 be among the points p1, . . . , pl so that x0 = p1 , xn+1 = pl . If N is an
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odd number, say N = 2r − 1 , then l = (n + 1)r − 1 . In this particular case, the basic function Ak
covers the points p(k−1)r+1, . . . , p(k+1)r−1 , so that

Ak(p(k−1)r+1) =
1

r
, . . . , Ak(pkr−1) =

r − 1

r
,Ak(pkr) = 1,

Ak(pkr+1) =
r − 1

r
, . . . , Ak(p(k+1)r−1) =

1

r
.

3.1. Discrete F-transform
Once the basic functions A1, . . . , An are selected, we define (see [4]) the (direct) F-transform of a
discrete function f : P −→ R as a vector (F1, . . . , Fn) where the k -th component Fk is equal to

Fk =

∑l
j=1 f(pj) ·Ak(pj)∑l

j=1Ak(pj)
, k = 1, . . . , n. (1)

In order to stress that the F-transform components F1, . . . , Fn depend on A1, . . . , An we say that the
F-transform is taken with respect to A1, . . . , An .

4. Forecasting TS based on fuzzy trends
The fuzzy elementary trend modeling method [7], [8] is used to predict numerical values and fuzzy trends
in the state of an organization project in a given product. The forecast uses hypothesis testing:

(i) Hypothesis 1. The hypothesis of conservation of trend. The Forecast is constructed on base the
previous period. The formula for the predicted value

τt+1 = τt + τp,

where τt+1 – forecast for the next period of time; τt – the real value at time t; τp – the value of
the trend over the previous period of time.

(ii) Hypothesis 2. The hypothesis of stability of the trend. The moving average is used to predict

τt+1 = τt +Gτp,

where Gτp – the importance of a dominant fuzzy trend. Consider the trend of the previous selected
period. We select the predominant cluster of trends. The forecast for the above formula is calculated.
The trend is built. Optimistic forecast for the some number of occurrences of trends used. The
highest average trend is selected.

(iii) Hypothesis 3. Forecasting for a given period on the basis of fuzzy elementary trends. Stages of the
prediction algorithm for the period based on trends:

The expert sets the number of considered trends for the previous period. For example, for half a year -
a set of trends A. Either he sets the pattern set of trends. The presumed trend following this set is known.

τtn−m , . . . , τtn−1 , τtn

Search for a set of trends A in all other previous periods.

{τ ′tn−l−k
, . . . , τ ′tn−l−k−1

, τ ′tn−l
}

If such a set of B is found in which the C trend is located after this found set B then trend C is considered
into account. The forecast equal to the trend C is constructed.

τt+1 = τt + τ ′tn−l+1

If the set B, which would coincide with the set A, was not found then the search for the set is repeated,
but it is already not looking for its complete coincidence. We select new pattern A is shorter into one
trend. This is repeated until a suitable set of trends B [9]. To select the best hypothesis, an entropy time
series is additionally introduced [10].
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5. Forecasting TS using the adaptation algorithm
To solve the prediction problem for the time series Y = {ti, xi}, (i = 1, 2, ..., n) with the help of fuzzy
similarity, provided that the hypothesis of the expert hypothesis exists that the fuzzy tendency of the
time series Z = {ti, zi}, (i = 1, 2, ..., k) is a predictor of the time series Y , the forecast hypothesis
correction algorithm [9] is used. Algorithm 1 includes three phases. In the first phase, fuzzy elementary
trends in the time series Y are predicted:

τYt+1 = f(τYt ),

here τYt+1 is the predictive fuzzy elementary trend of the time series Y ;
τYt+1 – the current fuzzy elementary trend of the time series Y ;
F – dependence in the fuzzy elementary trends of the time series Y .
In the second phase, the forecast fuzzy elementary trend of the time series Y is corrected taking into

account the components of the main trends of the time series GτY and the time series of the predictor
GτZ , respectively:

τ̂Yt+1 = r(τYt+1, GτY , GτZ),

where τYt+1 – predictive fuzzy elementary trend of time series Y ;
τ̂Yt+1 – predictive fuzzy elementary trend of the time series Y after the adjustment;
GτY – basic fuzzy trend of time series Y ;
GτZ – the main fuzzy trend of time series Z ;
r – correction rules.
The third phase is used to obtain the estimate of the predicted value of the numerical time series Y .

On this basis, the following algorithm for predicting short-term fuzzy trends in time series is proposed.
Algorithm 2. Step 1. Conversion of the numerical TS Y = {ti, xi}, (i = 1, 2, ..., n) to fuzzy TS

Ỹ = x̃t, x̃ ∈ X̃, t = 1, 2, ..., n :

x̃t = Fuzzy(xi), xi ∈ X, x̃t ∈ X̃

In this case, the intervals at which fuzzy sets are defined, their form and name are specified by the user
based on the features of the domain.

Step 2. Conversion of fuzzy TS Ỹ = x̃t, x̃ ∈ X̃, t = 1, 2, ..., n into an indistinct time series of fuzzy
elementary trends:

τYt = 〈ṽt, ãt, µt〉,

ṽt = TTend(x̃t, ˜xt+1),

ãt = RTend(x̃t, ˜xt+1),

µt = min(µ(x̃t), µ(x̃t+1)).

We first define the set of types of FT types Ṽ = {Fall, Growth, Stability} , and a set of names of
intensities of FTs Ã = {Strong,Medium,Weak} .

Step 3. Construction of a model for changing the components of fuzzy elementary trends of time
series Y and their prediction for one period:

ṽt+1 = ṽt × ṽt−1 × ...× ṽt−p ◦Rṽ(t, t− p),

ãt+1 = ãt × ãt−1 × ...× ãt−p ◦Rã(t, t− q).

Step 4. Forecasting the numerical time series Y with the preliminary defuzzification the component
of the fuzzy trend τYt+1 = 〈ṽt+1, ãt+1, µt+1〉 :

xt+1 = xt + vt+1 · at+1.
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Step 5. Application of the algorithm for identifying the main trend (see phase 3. Algorithm 1) for the time
series Y and calculating its components GτY = 〈ṽYGτ , ãYGτ , µYGτ 〉. Defuzzification of the components of
the main fuzzy trend of the time series Y .

Step 6. Application of the algorithm for identifying the main trend (see phase 3. Algorithm 1) for
the time series Z and calculating its components GτZ = 〈ṽZGτ , ãZGτ , µZGτ 〉 . Defuzzification of the
components of the main fuzzy trend of the time series Z .

Step 7. Correction of the predictive fuzzy elementary trend of the time series Y τ̂Yt+1 =

r(τYt+1, GτY , GτZ) :
τ̂Yt+1 = vt+1 · at+1 + vYGτ · aYGτ + vZGτ · aZGτ .

Step 8. Calculation of the corrected forecast value of the numerical time series Y for one period
x′t+1 = xt + τ̂Yt+1 .

6. Forecasting time series using entropy
To predict new values, the phase plane method of the fuzzy trend is used. The method uses a change in
the fuzzy trend in the phase plane. For this, each fuzzy trend is given a weight. To construct the phase
plane by a fuzzy trend, each trend is given a value, weight. The rate of increment of the trend is defined
as the difference between the weight of the trend in the previous point and the weight of the trend at the
current point.

Table 1. Scheme for coding points on the phase plane

Code Weight
trends

Trend
dynam-

ics

Point in the
plane

Interpretation

0 = 0 = 0 origin A point at the origin of coordi-
nates means the system is in a
stable state

1 > 0 > 0 first quarter In the system there is growth or
stabilization after the fall

2 < 0 > 0 second quarter A smaller drop after a big fall
3 < 0 < 0 third quarter In the system there is a fall or

stabilization after growth
4 > 0 < 0 fourth quarter Smaller growth after large

growth
5 = 0 > 0 of axes X is 0 Stabilization after falling (ap-

pears only after 3 states)
6 = 0 < 0 of axes X aligns

to 0
Stabilization after growth (ap-
pears only after 1 state)

7 > 0 = 0 of axis Y from 0 Growth after growth
8 < 0 = 0 of axes Y lower

than 0
Fall after fall

It is necessary to unify the information on the relationship between the weight of the trend and its
speed. The encoding of possible locations of points on the coordinate plane is introduced.

The next step is to get the predicted value. Determination of the correspondence between the
displacement of points on the phase plane and trends. The trend values for each code are stored. The
obtained rules shown in table 2.

487



Table 2. Extracted rules
Stability Growth A fall
0 or 5 or 6→ 0 0 or 2 or 3 or 4 or 5 or 6 or 8

→ 4
0 or 1 or 2 or 3 or 4 or 5 or 6
or 7→ 2

1 or 4 or 7→ 5 1 or 4 or 7→ 7 2 or 8→ 8
2 or 3 or 8→ 6 4→ 1 2→ 3

From these rules, a number of conclusions are drawn:

(i) If the point of the phase plane for the predicted point lies in the center of coordinates (code 0) or on
the X axis (codes 5 and 6), the value of the fuzzy trend will correspond to the Stability.

(ii) If the point is in the first or fourth quarter, or lie on the Y axis above 0, then the value of the fuzzy
trend will match Growth. The intensity can be taken into account. In this case, the Growth trend is
broken down into 3 growth trends, taking into account the intensity: Weak, Medium or Strong.

(iii) If the point is in the second or third quarters, or on the Y axis below 0, then the value of the fuzzy
trend will match the Fall. The intensity can be taken into account. In this case, the tendency of the
Fall is divided into 3 tendencies of the Fall, taking into account the intensity: Weak, Medium or
Strong.

When analyzing the time series, the schemes of the displacement of a point on the phase plane
are determined. The frequency of the transition of a point from one area (labeled code) to another is
determined. On the basis of frequency, a frequently encountered displacement pattern is determined. In
this scheme, the code of the starting point is equal to the location code of the point on the phase plane
for the last known point of time series. By the code value for the end point, the scheme determines
possible trends (there may be more than one). The predicted values are then calculated on the basis of
these trends. The drawbacks of the method include the acquisition of several equally probable values
from which you want to choose one.

7. Balance system
We have developed information system, that implements next functions:

• performs calculation of production capacities;
• reveals a deficit and forms recommendations for balancing capacities by determining the possibility

of redistribution of the volumes of the same type of work;
• identifies the need to enter additional production areas and equipment;
• identifies the need for recruitment and redeployment of staff.

The basic input data is the production program. It sets the list of products and the scope of work for
their creation, distributed by period. Based on current indicators of production processes, their dynamics,
an enterprise can redistribute the amount of work between time periods.

As we above define, are three types of resources exist: human, material and production area. For
balancing, the following steps are required:

(i) Identify the units for which we are balancing.
(ii) For each unit, we calculate the current capacity for each of the three types of resources.

(iii) For each unit, we define free capacity for each of the three types of resources.

So, next steps depend on resource type. For human resources, we need to set the following
possibilities for balancing: transfer between units and hiring new workers. Limiting factors in this are
the skills of specific employees in the translation and the delayed start of the work of the employee in
hiring.

We need to append balancing algorithm by next steps:
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• If there are free human resources and a transfer of workers is possible, then we fulfill it.
• Otherwise, we hire workers.

This steps show the priority, which on enterprise is defined.
Material resources, such as equipment and machines, are difficult to transfer between departments.

Therefore, when balancing, the possibilities for redistribution of planned work are shown. If there are no
available resources, then the only option is to purchase new equipment.

One more situation possible with the production areas. Their redistribution is also impossible.
Enterprise can start using new production areas. Note, that the use of production areas directly depends
on the equipment occupying these areas. Therefore, in the planning phase, it is also possible to select the
optimal accommodation options.

Current implementation of the information system is based on average values of indicators throughout
the year. We propose to analyze the time series of indicators at more frequent intervals. To do this, an
important role will be determined by the accumulated information in the enterprise information systems.

8. Conclusion
The analysis of existing algorithms, data and information systems has shown a strong accumulation of
errors in calculations. It was shown the great impact of operational monitoring of indicators.

These principles allow improving the quality of technological preparation of complex industries [5]
[6]. Proposed methods of prediction of time series are improve the quality of management decisions.
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