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Abstract

Test-time adversarial examples, training set poisoning, re-
ward shaping, etc.: these attacks as studied in adversarial ma-
chine learning have one thing in common: the adversary liter-
ally wants to control a machine learning system. In this talk,
we will develop this connection to control theory. The result-
ing view allows more clarity into adversarial learning, and
opens up promising research directions.
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