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Abstract. Recent years have seen dramatic advancements in artificial intelli-

gence (AI). How we interact with AI will depend on whether we think they are 

conscious entities with the ability to experience, for example, pain and pleasure. 

We address this question within the framework of integrated information theory 

(IIT), a general, quantitative theory of consciousness that allows extrapolations 

to non-biological systems. We demonstrate (manuscript submitted elsewhere) an 

important implication of IIT: that computer systems with traditional hardware 

architectures would not share our experiences, even if they were to replicate our 

cognitive functions or simulate our brains in ultra-fine detail.  
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1 Summary 

If a computer were functionally equivalent to a human, having the same cognitive abil-

ities, would it necessarily experience sights, sounds, and thoughts, as we do when we 

are conscious?  

Integrated Information Theory (IIT) [1, 2] offers a principled explanation for how 

consciousness relates to physical substrates, aims at providing a mathematical frame-

work to determine whether and how a system is conscious [2, 3], makes testable pre-

dictions, and is supported by scientific evidence about our own consciousness [1].  

We applied IIT to a simple target system, constituted of a few discrete dynamical 

logic gates, which minimally satisfies the properties required by IIT to support con-

sciousness, and to a more complicated ‘computer’ system, constituted of dozens of 

logic gates, which is programmed to be functionally equivalent to the target system 

(Fig. 1). Using the quantitative framework of IIT, we show that even though the com-

puter replicates the input-output functions of the target system exactly and indefinitely, 

it fails to replicate its purported experience. Our results demonstrate that, according to 

IIT, functional equivalence (“doing the same thing”) does not imply phenomenal equiv-

alence (“having the same experience”).  



2 

 

Fig. 1. (A) A target system to be simulated. (B) A simple computer that simulates the target 

system indefinitely. (C) The mapping between the output states of the target system, and the 

output states of the computer. (D) State trajectories of the two functionally equivalent systems.  

As an extreme illustration of the dissociation between function and phenomenology, 

we also analyze a Turing-complete computer (not shown) that is negligibly conscious 

according to IIT, regardless of its programmed function. If computable functions exist 

for simulating human brains, then they could therefore be implemented by this com-

puter while its experience remained negligible. We conclude that computer systems 

with traditional architectures, even if they were to replicate our cognitive functions or 

simulate the neuronal interactions occurring within our brain, would not replicate our 

experiences. 
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