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ABSTRACT

Conversational Recommender Systems (CoRSs) implement a
paradigm where users can interact with the system for defin-
ing their preferences and discovering items that best fit their
needs. A CoRS can be straightforwardly implemented as a
chatbot. Chatbots are becoming more and more popular for
several applications like customer care, health care, medical
diagnoses. In the most complex form, the implementation
of a chatbot is a challenging task since it requires knowl-
edge about natural language processing, human-computer
interaction, and so on. In this paper, we propose a general
framework for making easy the generation of conversational
recommender systems. The framework, based on a content-
based recommendation algorithm, is independent from the
domain. Indeed, it allows to build a conversational recom-
mender system with different interaction modes (natural
language, buttons, hybrid) for any domain. The framework
has been evaluated on two state-of-the-art datasets with the
aim of identifying the components that mainly influence the
final recommendation accuracy.
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1 INTRODUCTION

Conversational Recommender Systems (CoRSs) are charac-
terized by the capability of interacting with the user during
the recommendation process [11]. Instead of asking users to
provide all requirements in one step, CoRSs guide the users
through an interactive dialog [8].

Users can provide functional requirements or technical con-
straints used by the recommender for finding the items that
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best fit their needs. Accordingly, the acquisition of prefer-
ences is an incremental process that might not be necessarily
finalized in a single step. CoRSs can provide several inter-
action modes and can offer explanation mechanisms. Hence,
the goal of these systems is not only to improve the accu-
racy of the recommendations, but also to provide an effective
user-recommender interaction.

In this paper we propose a framework, not dependent on
the domain, for generating conversational recommender sys-
tems. Our framework implements most of the capabilities that
a recommender should offer, such as preference acquisition,
profile exploration, critiquing strategies, and explanation
capability. Furthermore, it offers three different interaction
modes: natural language, buttons, and a combination of the
two previous ones.

The most complex interaction mode is certainly the one
based on natural language. Indeed, a conversational rec-
ommender based on natural language needs at least four
components: an intent recognizer, an entity recognizer, a sen-
timent analyzer, and a recommendation algorithm. The next
sections explain the tasks that each component carries out.
Usually, the first three components are also used for purposes
different from the recommendation task. For example, an
entity recognizer is useful in several applications where the
identification of named entities in a given text is needed, such
as news classification, search algorithms, customer support.
In this work we first generalized, combined, and integrated
the aforementioned components in order to make easy the
development of a new conversational recommender system,
then we investigated the impact of each component on the
recommendation process.

By exploiting our framework, we implemented instances
of a conversational recommender system in three different
domains: movies, music, and books 1.

The rest of the paper is organized as follows: the relevant
literature is analyzed in Section 2; Section 3 describes the
architecture of our framework, and finally, the experimental
evaluation and the discussion of results are reported in Section
4. Section 5 draws the conclusion and the future work.

1On Telegram, search for: @MovieRecSysBot, @MusicRecSys,
@BookRecSys.
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2 RELATED WORK

Conversational Recommender Systems fall in the area of
Goal-Oriented Dialog Systems. A Goal-Oriented Dialog Sys-
tem, also known as Chatbot, is designed for helping users
to achieve a given goal (e.g. to book a restaurant). These
systems are generally closed-domain, thus can be exploited
in scenarios like recommendation [13, 14], retrieval [15] and
can be integrated in larger systems, such as Amazon Alexa2,
to give the impression of a general coverage [7]. In the litera-
ture there is a distinction between modular and end-to-end
dialog systems. The former are composed of at least two com-
ponents: a dialog-state tracking component and a response
generator; the latter do not rely on explicit internal states
and learn a dialog model based on past conversations [2].
In this work we define a modular framework for generating
goal-oriented dialog systems for the recommendation task in
any domain. These systems are very used on social networks
since they can acquire information on the user by analyzing
their activities on the platform [10].

There are several work in the literature that tried to im-
prove various aspects of the conversational recommendation
process [8]. In [4] the authors demonstrated that a speech-
based interaction model produces higher user satisfaction
and needs less interaction cycles. In [16] the authors pro-
pose a chat-based group recommender system that iteratively
allows users to express and revise their preferences during
the decision making process. In [6] the authors present an
interactive visualization framework that combines recom-
mendation techniques with visualization ones to support
human-recommender interaction. Several researchers devel-
oped integrated frameworks for conversational recommender
systems [3, 19] by combining conversational functionalities
with adaptive and recovery functions. To the best of our
knowledge, the framework proposed in this paper is the first
solution that allows to generate a CoRS for any domain
by offering a complete suite of functions for a multi-modal
interaction.

A commercial solution is proposed by Microsoft with the
Bot Framework3 that provides tools for building, connect-
ing, testing, and deploying intelligent bots. Even though
the framework is not designed for generating conversational
recommender systems, it allows to integrate services from
Microsoft Azure like the recommendation engine4. However,
the effort for integrating and connecting the different compo-
nents is borne by the user of the framework. Furthermore, the
framework does not offer features like critiquing strategies or
explanation functions. Also, the different interaction modes
(e.g., buttons) have to be implemented by the user. Last
but not least, in this work we studied the accuracy of each
component integrated in our framework. Conversely, other
solutions can be used only as black box models.

2https://developer.amazon.com/alexa
3https://dev.botframework.com/
4https://azure.microsoft.com/en-us/resources/videos/building-a-
recommender-system-in-azure-ml-studio/

3 THE FRAMEWORK
ARCHITECTURE

The architecture of our framework is depicted in Figure 1. The
main goal of this framework is to make easy the building of a
new CoRS. Therefore, the components have been generalized
making them independent from a specific domain. When the
user wants to build e new CoRS for a new domain she should
update the configuration file, and provide the list of entities
and properties in the Wikidata5 format. This requirement
will be better explained in the next sections and depends on
the Entity Recognizer. The interaction follows a slot-filling
model, where a set of features need to be filled in order to
accomplish the user goal. As an example, the recommendation
step requires that the user preferences have been filled. In
the following we analyze each component in detail.

Figure 1: The Framework Architecture

Dialog Manager This is the core component of the frame-
work whose responsibility is to supervise the whole recommen-
dation process. The Dialog Manager (DM) is the component
that keeps track of the dialog state. DM receives the user
message, invokes the components needed for answering to
the user request, and returns the message to be shown to the
user. When all the information for fulfilling the user request
are available, the Dialog Manager returns the message to
the client. DM is completely independent from the client,
indeed it receives a text message and returns a json message
as a response. In this way the client can be any messaging
platform like Facebook Messenger, Telegram, Web apps, and
so on.

Intent Recognizer
This component has the goal of defining the intent of the

user formulated by natural language. The Intent Recognizer
(IR) is based on DialogFlow6 developed by Google. Our
framework uses the DialogFlow APIs for sending the user
message and to receive the intent recognized. DialogFlow
requires a set of example sentences for each intent. There are
four main intents to be recognized:

- preference: the user is providing a preference. The prefer-
ence can be expressed on a new item, or on a recommended
item. In the latter case, the preference is also considered as
a critique (e.g., I like this movie, but I don’t its director).

5https://www.wikidata.org/
6https://dialogflow.com/

https://www.wikidata.org/
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- recommendation: the user asks to receive a recommenda-
tion. This intent is the condition for other sub-intents such
as explanation where the user asks the motivation for a given
recommendation, critiquing where the user expresses a cri-
tique on one or more features of the recommended item, more
info where the user asks more details on the recommended
item (e.g., the plot, the trailer).

- show profile: the user asks to visualize (and modify) her
list of preferences.

- help: the user asks for help from the system to complete
a given task.

Each intent can be composed of a set of sub-intents that
activate specific functions. For example the intent profile
has delete preference, update preference, reset profile as sub
intents. The motivation behind this hierarchical organization
is that, generally, the sub-intent can be activated only when
the parent intent is activated too. The activation of a parent
intent is managed by the Dialog Manager.

Sentiment Analyzer The Sentiment Analyzer (SA) is
based on the Sentiment Tagger of Stanford CoreNLP7. The
Sentiment Tagger takes as input the user sentence and re-
turns the sentiment tags identified. Afterwards, SA assigns
the sentiment tags to the right entity identified into the sen-
tence. For example, given the sentence I like The Matrix,
but I hate Keanu Reeves, the Sentiment Tagger identifies a
positive sentiment (i.e. like) and a negative one (i.e. hate).
SA associates the positive sentiment to the entity The Ma-
trix and the negative sentiment to the entity Keanu Reeves.
The association sentiment-entity is performed by computing
the distance between the sentiment tag and the entity into
the sentence. The distance is in terms of number of tokens
that separate the sentiment tag from the entity. Given the
aforementioned example, the distance between like and The
Matrix is zero, as well as the distance between hate and
Keanu Reeves. The sentiment tag identified by CoreNLP is
thus associated to the closest entity in the sentence. Fur-
thermore, SA implements a Property Type Recognizer that
is able to identify property-mentions in the sentence. Given
the sentence I like The Matrix, but I hate the director, SA
identifies the property director and assigns the negative
sentiment to it. Afterwards, SA will retrieve the entity as-
sociated to that property, Larry e Andy Wachowski in the
given example. The list of properties the framework is able
to recognize is provided in the configuration file.

Entity Recognizer
The aim of the Entity Recognizer (ER) module is to find

relevant entities mentioned in the user sentence and then
to link them to the correct concept in the Knowledge Base
(KB). The KB chosen for building our framework is Wikidata
since it is a free and open knowledge base and acts as a
hub of several structured data coming from Wikimedia sister
projects8. Moreover, Wikidata covers several domains and
this is a key feature for developing a domain-independent
framework. We choose to develop a custom entity recognizer

7https://stanfordnlp.github.io/CoreNLP/
8Wikipedia, Wikivoyage, Wikisource, and others

for two reasons: 1) existing entity recognizer/entity linking
algorithms are hard to customize to a specific domain; 2)
entity recognizers included in existing dialog manager toolkits
generally require annotated data to build a new model for a
specific domain, while we implemented a knowledge based
approach that does not need any annotated data. The task is
challenging since more than one surface form Spielberg, Steven
Spielberg can refer to Steven Spielberg:director, and the same
surface form Spielberg can refer to more than one concept
Steven Spielberg:director and Sasha Spielberg:actor in case of
ambiguous entities. Moreover, we need to limit the entities’
type according to the domain of the CoRS and the list of
concepts and properties provided during the configuration of
the framework.

In order to recognize the entities in the user request, we
build a search engine based on a classical Vector Space Model
in which for each entity we store all the possible alias provided
by Wikidata. For example, for the concept Q8877 (Steven
Spielberg), we store the alias Steven Allan Spielberg, Spielberg
and Steven Spielberg. The index is exploited for retrieving
a list of candidate concepts according to the input text. In
particular, given a text 𝑇 as input, the ER module performs
a chunking operation in order to identify nominal chunks by
using the Apache OpenNLP library. Each nominal chunk is
sent as a query to the search engine in order to retrieve a list
of candidate concepts. The output of this first recognition
step is a list of candidate concepts assigned to each nominal
chunk. The list is sorted according to the score assigned
by the search engine. We use Apache Lucene as library for
implementing our search engine.

The last step consists in selecting the correct concept for
each chunk. The idea is to choose the concept that is more
similar to the other concepts occurring in the text following
the hypothesis of one topic for discourse. The motivation
behind this approach is that the user tends to cite in the
same text entities that are in some way related. The score
𝑠(𝑐𝑗) assigned to each candidate concept 𝑐𝑖 for the chunk 𝑒𝑗
is computing according to the Equation 1, where 𝐸 is the set
of the other nominal chunks in the text. The score 𝑠(𝑐𝑗) is
the sum for each chunk 𝑒𝑘 in 𝐸 of the maximum similarity
score between all the candidate concepts 𝑐𝑖 of 𝑒𝑘 and 𝑐𝑗 .

𝑠(𝑐𝑗) =
∑︁
𝑒𝑘∈𝐸

𝑎𝑟𝑔𝑚𝑎𝑥𝑐𝑖∈𝐶𝑒𝑘
𝑠𝑖𝑚(𝑐𝑗 , 𝑐𝑖) (1)

In order to compute the score 𝑠(𝑐𝑗), we need to define a
similarity function between concepts. In our approach we rely
on graph embeddings that have recently gained considerable
attention [17]. These approaches allow to represent entities
and relations through an embedding, which is a continuous
vector representation able to capture the semantics of an
entity or a relation. We investigate holographic embeddings
(HolE) [18], which exploit the circular correlation of entity
embeddings to create compositional representations of bi-
nary relational data coming from Wikidata. By exploiting
HolE, each entity is represented by an embedding and we
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can compute the similarity between two entities by the co-
sine similarity between the corresponding embeddings. The
exploited graph is built by querying Wikidata. Finally, the
score 𝑠(𝑐𝑗) is averaged with the score returned by the search
engine and the list of candidate concepts is re-sorted in de-
scending order. The first element of each candidate list is the
concept assigned to each nominal chunk in the text. The ER
module can be adapted to exploit a custom KB for particular
domains not covered by Wikidata. The only requirements
are: 1) the knowledge must be modeled through triples; 2)
each concept must have one or more alias.

Recommendation Services This component collects
the services strictly related to the recommendation process.
The recommendation algorithm implemented is the PageR-
ank with Priors [5], also known as Personalized PageRank.
It works on a graph where the nodes are the entities the
recommender deals with (e.g., for the movie domain, actors,
movies, directors, genre, etc.). These entities are extracted
from Wikidata, and their connections (edges in the graph)
are extracted from DBpedia9. Hence, for example the movie
The Matrix is connected to the director node Larry e Andy
Wachowski, to the genre node science fiction. The algorithm
has been effectively used in other recommendation environ-
ments [1]. Another recommendation service offered by the
framework is the explanation feature. The framework imple-
ments an explanation algorithm inspired by [12]. The idea
is to use the connections between the user preferences and
the recommended items for explaining why a given item has
been recommended. An example of natural-language expla-
nation provided by the system is: ”I suggest you the movie
Duplex because you like movies where: the actor is Ben Stiller
as in Meet the Fockers, the genre is Comedy as in Ameri-
can Reunion.”. In this case the system used the connections
between the recommended movie Duplex and the user prefer-
ences (Meet the Fockers, American Reunion, and Ben Stiller).
The last service implemented is the critiquing. This service
allows to acquire a critique on a recommended item (e.g. I
like the movie Titanic, but I don’t like the actor Bill Paxton)
and this feedback will be used in the next recommendation
cycle by properly setting the weights of the nodes in the
PageRank graph.

As before stated, all these components are independent
from the domain. The only requirement is that the entities
have to be available in Wikidata.

4 EXPERIMENTAL EVALUATION

The goal of the experimental evaluation was to define the
accuracy of each component involved in our framework. For
this experiment we used the bAbI dataset developed by Face-
book Research10. The dataset collects a list of utterances,
and each utterance contains a list of preferences, followed
by the recommendation request, and the recommended item.
An example of utterance is:
”Beauty and the Beast, Aladdin, Schindler’s List, The Shaw-
shank Redemption, and The Silence of the Lambs are movies

9http://wiki.dbpedia.org/
10https://research.fb.com/downloads/babi/

I loved. Would you recommend something I might like?
Ghost”.
We used this dataset for testing the impact of the Entity
Recognizer, the Sentiment Analyzer, and the Intent Recog-
nizer on the recommendation process. Since the dataset has
the goal of evaluating end-to-end dialog systems, the dataset
is split in three sub sets: training, test, and dev set. Given
the goal of our experiment, we excluded the training set due
to its huge dimension, and we used the test, and dev sets
composed respectively of 6,667 and 6,733 examples (each
example contains the preference elicitation, the recommen-
dation request, and the recommendation). We defined four
different configurations of the framework:

- Upper bound (UB): this configuration tests the ac-
curacy of our recommendation algorithm. The preferences
and the recommendation requests are filled programmati-
cally, so, except for the recommendation algorithm, the other
components of the frameworks do not work.

- Intent Recognizer Test (IR): in this configuration
the only component that works is the Intent Recognizer. The
component detects the intention of the user of expressing a
preference and receiving the recommendation. If both intents
are correctly recognized, the recommendation is performed
by setting the entities and their sentiments programmatically.

- Entity Recognizer Test (ER): in this configuration
the only component that works is the Entity Recognizer. It
detects the entities on which the user expressed a preference.
The sentiment on the entities correctly identified are set
programmatically.

- Sentiment Recognizer Test (SR): in this configura-
tion the only component that works is the Sentiment Recog-
nizer. The component detects the sentiments in the sentence.
The entities on which the sentiments is expressed are set
programmatically.

These configurations allow to test one component at time
by excluding the influence of the other ones in the process.
For each configuration we computed the HitRate@n as the
ratio of the hits in the recommendation list with n= 5, 10, 20.
In Table 1, the first row reports the upper bound in terms of
HitRate@n: this is the best result that our recommendation
algorithm can achieve on this dataset in the ideal situation
where the other components work with a 100% of accuracy.
The other rows report the loss in terms of HitRate@n of each
configuration compared to the upper bound. Due to the space
limit, we report only the results on the test set of bAbI, since
the dev set follows the same trend.

It is worth to note that it is not surprising that the upper
bound is very low. Indeed, in the bAbI dataset even though
the top predictions contain items that might be good for the
user, if the actual single true label is not recommended, the
recommendation fails.

The analysis of the loss shows that the entity recognizer
(ER) is the component with the highest negative impact on
the recommendation process. Even though the entity recog-
nizer was able to recognize ∼ 85% of the entities on the bAbI
dataset, the error (∼ 15% entities not recognized) determined
a strong loss in terms of accuracy. The second component in
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terms of negative impact on the recommendation accuracy
is the Intent Recognizer (IR). In this case, the component
was able to correctly recognize ∼ 77% of the intents (both
preference elicitation, and recommendation request). The
component with the lowest impact on the recommendation
accuracy is the Sentiment Recognizer (SR), in this case the
component was able to correctly recognize ∼ 83% of the
sentiments. By analyzing these results, it emerges that the
Entity Recognizer plays a crucial role in the recommenda-
tion process of a conversational recommender. This aspect
is particularly crucial when a rich user profile is not avail-
able, and the recommender has to work on a small number
of preferences as in the bAbI dataset. The second compo-
nent that negatively influences the recommendation is the
IR. Also in this case, if the CoRS is not able to correctly
identify the user intention, it will not be able to activate the
correct process to satisfy the request. Finally, the SR is the
component with the lowest negative impact. However, in the
bAbI dataset all the sentences have a positive sentiment, and
this facilitates the work of the component. We also tested our
framework on a dataset recently released by Grouplens [9].
This dataset has been collected with the aim of analyzing the
recommendation requests of real users to a conversational
recommender. In this dataset we could only analyze the accu-
racy of the entity recognizer and the intent recognizer for the
request-recommendation intent. The dataset is composed of
694 sentences. The framework correctly recognized the 7.64%
of request-recommendation intents, and the 64.39% of the
entities. The very low performance of the IR is due to the fact
that in this dataset the user requests the recommendation
in a very varied and synthetic form (e.g., ”action movies”,
”exploitations films”, ”film with sharks”, ”i’m looking for a
hard sci-fi movie”), so this requires a specific training of the
IR component. However, this limit could be overcome in a
real-world scenario since the system can ask for reformulating
the sentence when it is not able to understand. Moreover,
the ER accuracy is lower than the one measured on the bAbI
dataset, probably because the entities are written directly by
the users and might contain errors, or might not correspond
exactly to the entities in our database (e.g., ”call work or-
ange”). This requires a disambiguation step that can not be
performed in an in-vitro experiment.

HR@5 HR@10 HR@20

UB 0.75 1.21 1.93

Loss@5 Loss@10 Loss@20

IR -34.00% -30.86% -24.03%

ER -46.00% -35.80% -27.13%

SR -20.00% -16.05% -14.73%

Table 1: Loss for each configuration in terms of Hi-
tRate

5 CONCLUSION AND FUTURE WORK

In this paper, we proposed a framework for building conver-
sational content-based recommender systems in any domain.
The only requirement to be satisfied is to provide a list of
entities and properties in the Wikidata format. We will soon

release the source code of the framework and make it available
for the community. The preliminary experimental evaluation
on two state-of-the-art datasets shows the impact of each
component in a classical movie recommendation scenario. In
this way, the user is aware of the limitations of the single
modules implemented. In the next future, we plan to run an
experimental evaluation on another synthetic dataset and
to perform an in-vivo evaluation with real users on three
different domains (movie, book, music) with the aim of in-
vestigating the impact of other capabilities (e.g. critiquing,
explanation) on the recommendation process.
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