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 Abstract: The problem of constructing a dynamic model 
of pollution is considered. The model of pollution in the 
form of a set of differential equations is proposed, which 
is identified by means of difference expression with 
subsequent refinement using gradient methods. 
Numerical experiments allow you to choose the model 
that best approximates the experimental data.
 Keywords: air pollution; mathematical model; set of ordinary 
differential equations; difference expressions; Levenberg–
Marquardt method. 

I. INTRODUCTION 
The rapid growth of the number of vehicles brings out the 

problem of control over air pollution with motor vehicles. 
The latter affects the level of respiratory and other diseases 
for people living in the areas of high traffic density. 
Therefore, there is a need for sufficiently accurate monitoring 
of information on the level of air pollution to make 
managerial decisions regarding the configuration of 
residential quarters, design and reconstruction of roads.  

The distribution of pollution in the city is characterized by 
significant spatial heterogeneity, since emissions to the 
atmosphere are carried out from the network of roads, and the 
pollution level declines rapidly as we move away from the 
pollution source [1, 2]. These features take into account the 
Land use regression (LUR) method, which combines 
measurements of air pollution in a relatively small number of 
locations characterized by qualitatively different types of 
pollution, and the construction of statistical models based on 
measurements taking into account the features of the points 
of observation. 

Numerous researchers use LUR to estimate the 
concentration of contaminants in a number of cities in 
Canada, the United States and Europe [3]. However, this 
method allows you to build only stationary models. At the 
same time, it is necessary to build dynamic models for deeper 
understanding of the pollution effects using apparatus 
differential equations.  

Such a model, which takes into account the influence of 
several key factors, should be as simple as possible and at the 
same time sufficiently precise. If we allow interaction of 
factors with each other, in the simplest way it is modeled 
using the product of the corresponding indicators. 

 The generalization of this approach is a model-type agent-
determinant that reflects the evolution of the agent under the 

influence of the determinant so that a significant 
concentration of the determinant does not compensate for the 
low concentration of the agent. A representative of models of 
this type is the Monod model. In a number of simulated 
situations, such a generalized model is extremely effective 
[8]. This work is devoted to the study of the possibility of 
using models of the specified type in the simulation of 
pollution concentration. 

II. MODEL OF POLLUTION ON THE LOCAL 
SECTION OF AN URBAN ROAD 

In order to construct a model of the dynamics of pollution 
in an area where it is potentially high, we have to identify the 
main variables that affect it. No significant influence of 
humidity and temperature on the dynamics of pollution levels 
X   has been found after the analysis of the measurements 
obtained with the help of special sensors. Instead, a 
significant effect of the traffic intensity R and wind speed V   
has been established.  

The apparatus of differential equations is chosen to 
simulate the dynamics of pollution, since it’s much more 
flexible than regression relations. Numerical differentiation is 
very sensitive to random perturbations in the measurement 
results, so it is subjected to multiple smoothing by the 
method of moving average.  

The criterion of multiplicity of smoothing served The 
minimization of the correlation between the remnants of 
measurements after their elimination from the smoothed 
values served as a criterion of multiplicity of smoothing.  

When constructing the differential equation of the dynamics 
of pollution it is taken into account that the growth of 
pollution is associated with an increase in the intensity of 
pollutants, ie, the movement of vehicles. Contamination 
reduce occurs as a result of their dispersal, which is 
associated with the speed of the wind.  

 However, the speed of diffusion of contaminants depends 
not only on the mentioned factor but also on the product of it 
and of the concentration of contaminants themselves. Since 
pollution itself decomposes over time, the contaminants 
concentration decreases in proportion to the pollution itself.  
The above statements are established on the basis of data 
analysis and confirmed during the preceding procedures of 
parametric identification. As a result, we come to the 
following differential equation of the dynamics of pollution 
on the road section  
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where 𝑋𝑋 is pollution concentration; 𝑅𝑅 is traffic intensity; V 
is wind speed; p1,…,p4 are model parameters.  

 In an empirically constructed model, the interaction of 
contaminants is described by their product with a constant 
relative intensity of interaction. In some cases, the actual 
intensity of the interaction may vary with the change in the 
determinant characteristic, in this case, the wind speed. Often 
there is a variable intensity of interaction, which is lower at 
small values of the determinant and is obtained at the 
maximum value with saturation at large values of the 
determinant. This intensity is fed by a multiplicand of the 
Monod type  
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With its application, the model equation (1) takes the form 
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As a result, we obtain a more complex differential equation 
containing an additional parameter, which is included 
nonlinearly. To compare the effectiveness of the proposed 
models, they need to be identified. 

 IIІ. THE IDENTIFICATION METHODS OF POLLUTION 
MODEL 

It is necessary to establish a method of parametric 
identification of the pollution model after we have built it. 
Usually, identification is carried out by minimizing the 
appropriate quality functional.  One of the simplest quality 
functional is the square root, which is used in the least 
squares method. 

Since the differential equation is nonlinear, its quality 
functional has a large number of local extrema.  The general 
approach to building a global extremum of this kind is the 
use of methods of random search, the method of the directing 
cone of Rastrigin, in particular. However, this method 
requires great amount of computing resources and the 
development of special procedures for locating local 
extremes to find a global one.  

At the same time, taking into account the peculiarities of 
certain classes of tasks, it is possible to set up search domains 
containing a single global extremum. In particular, a whole 
class of methods of this kind is proposed for the identification 
of models of systems with limiting factors.   

In these methods, the initial approximation of the values of 
the models’ parameters is based on the difference ratios and 
scanning the values of one of the key parameters on the grid. 
The parameters of this grid are also pre-evaluated. The initial 
approximation is further specified by the gradient method.  

These methods have shown their high efficiency and 
therefore the corresponding method of identification of 
systems of nonlinear differential equations modeling the 

dynamics of processes with limiting factors is chosen as the 
basis for the method of model (1) - (2) identification [4]. 

Since this differential equation (1) is much simpler, the 
identification method itself is also simplified. At the initial 
stage, we construct a system of linear equations with respect 
to the parameters   basing on the difference relations: 
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Where Xi, Ri, Vi are the values of corresponding functions 
at the moment of time ti  

The ratio for constructing the initial approximations of the 
coefficients of the differential equation must reflect the most 
significant features of the resulting function of the process, 
that is, in this case, the dynamics of pollution. The numbers 
of the identification points are chosen in case of the 
maximum absolute values of the derivatives of the pollution 
concentration function. Further, the initial values of the 
parameters of the model are specified by the method of least 
squares. 

The procedure for identifying a differential equation (4) is 
somewhat more complicated.  It includes a method for 
checking the values of a nonlinear parameter p4 on a grid, 
whose parameters are selected experimentally. After selecting 
a specific parameter value p4 for choosing the initial values of 
other parameters, an analogue of the system of linear 
equations (5) is used.: 
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IV. NUMERIC EXPERIMENTS 
Let us demonstrate the possibilities of the proposed 

methodology on the example of modeling the daily dynamics 
of pollution on one of the streets of the city of Ternopil. 
Discrete observations are interpolated using piecewise 
Hermite interpolation. In particular, the dynamics of wind 
speed during the day of observation is given on Figure 1.   

The following figures show the smoothed results of 
observations of pollution and traffic. As you can see, the 
dynamics of the concentration of pollution is quite 
complicated. To verify the reality of the identification of the 
proposed model, we analyze the dynamics of the left and 
elements of the right-hand side of the differential equation 
(1), given in Figure 4. 

It is worth noting that the components of the left parts of 
the differential equation are brought to comparable values 
with the pollution derivative by multiplication on 
corresponding scaling multipliers keeping “+” or “-” sign, 
how they are included in the equation. The comparison of 
these functions reveals some similarity in their behavior, as 
well as the complexity of the task of bringing their sum to 
zero with the help of just three constant coefficients. 
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Fig 1. Observation of wind speed during the day 
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Fig 2. Observation of pollution during the day 
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Fig 3. Observation of traffic during the day 
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Fig 4. The comparison of the left hand and elements of the right-
hand parts of the equation (1), where a) pollution derivative; b) 

traffic; c) pollution; d) wind speed and pollution product. 

By the criterion of the maximum of the derivative module 
the points 7.3, 10.7, 14.3 have been selected among the 
internal points of the time interval. As a result of the solution 
of the system of linear equations (3) the following values of 
the parameters of the differential equation (1) are obtained: 

1 2 37.0958 4, 3.0172, 0.3175p e p p= − = = .  
After optimization of the initial approximation of 

coefficients using the gradient method of Levenberg-
Marquardt, only the first coefficient was somewhat specified 
to the value ,40942.71 −= ep  which allowed to somewhat 
decrease the average identification error.  

The identification results for the equation (1)-(2) are 
presented on the figure 5, average identification error is 
8.6%. Details of the distribution of errors in points of 
observation can be found using Figure 6. 
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Fig 5. Approximation of observed pollution using identified model 

(1) -(2) 

The question arises whether we can significantly improve 
the accuracy of identification by using a more complex model 
(4) - (1)? 
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Fig 6. Distribution of model (1)-(2) identification errors 

We will investigate this question experimentally. The 
identification of the model (4) - (1), with the results of which 
is shown in Figure 7, was carried out by checking the values 
of the parameter p4 on the specially selected grids and the 
identification procedure given by the relations (6). As a result 
of solving the system of linear levels (6), refining the 
parameters by the Levenberg-Marquardt method and 
selecting the parameter p4 as the basis of the performed 
calculations, the criterion for minimizing average ratios is the 
following values of the parameters of the differential 
equation (1): 

1 4 2 3 46.9316 , 2.9586, 0.3683, 0.6810ep p p p−= = = =   
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Fig 7. Approximation of observed pollution using identified model 

(4) -(2) 

The average error of identification was 8.35%, which 
improves insignificantly significantly the result of the 
approximation of experimental data using the model (1) - (2). 
The analysis of the distribution of errors of approximation by 
model (4) - (2) also did not reveal any significant differences 
with the distributions of errors in the model (1) - (2). 

III. CONCLUSION 
As a result of the conducted research, a model of pollution 

on the local section of the city road was proposed in a form of 

an ordinary differential equation, which includes observation 
of typical daily traffic and daily forecast of wind speed. The 
methods of parametric identification of the constructed 
models were proposed. The methods are based on the use of 
difference approximation of the differential equation in 
specially selected points for construction of initial 
approximations of the model coefficients with their further 
refinement by the Levenberg-Marquardt method. Also, based 
on the use of selection of the p4 parameter value included in 
the equation (4) nonlinearly in the sequence of special grids. 
As a result of the experimental study, the proposed models 
established their practical identity with the accuracy of the 
approximation of experimental data. Therefore, the simplest 
of them, namely the model (1) - (2), should be preferred. 

The chosen model can serve as the basis for constructing a 
dynamic map of pollution of the city.  
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