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 Abstract: The standard Kohonen map uses 
unsupervised learning and single Kohonen layer, which 
allows the usage for clustering and visualization. The 
number of model parameters is relatively small and their 
settings are therefore not so complicated. The aim of this 
paper is to introduce three modifications of this basic 
model so that it can be used for classification tasks. The 
first change is the transition to supervised learning by 
adding input data about the required outputs. The second 
modification is the implementation of the hierarchical 
model structure to improve the classification results. The 
third extension is the implementation of an optimization 
mechanism for setting the parameters of the model 
because the number of model parameters was extended 
and their adjustment was more difficult. The results of 
the experiments with modified model will be presented 
too. 
 Keywords: Kohonen map, neural networks, pattern 
classification. 

I. INTRODUCTION 
 A variety of methods is available for advanced data 
processing, often from the field of artificial intelligence. 
Their use then depends on what data we have and what tasks 
we want to solve. 
 One group of possible tools for the implementation of 
machine learning or data analysis has quite a long been 
a neural network based on an artificial neuron model [4]. 
Probably the greatest attention was given to models of multi-
layered perceptron [5] and models based on this principle and 
using different methods of learning (e.g., back propagation of 
error). However, other models are also available (but the 
structure of the model described below, Kohonen maps, is 
similar to the multilayer network as well). 
 We use unsupervised and supervised learning methods for 
learning neural networks. When unsupervised learning is 
used, we only have unrated input data that we intend to 
analyze in some way. A typical example of unsupervised 
learning is the ART algorithm and model [1], which is 
capable to solve cluster analysis task. 
 When supervised learning is used, we train the model not 
only with the input patterns but also with the required output. 
These examples of the Rn > Rm transformation are used to 
form internal rules or model parameter settings. A typical 
example is a neural network with the algorithm of learning by 
error propagation [6]. 
 The whole process of using the neural network model can 
be divided into two main phases - the setting phase (learning) 
and the production phase (recall). The production phase is the 
very reason for the existence of the model. In it the learned 

settings are used for processing of previously unseen (test) 
input data. 
 A very interesting model is the so-called Kohonen map 
primarily designed for unsupervised learning and therefore 
cluster data analysis and visualization. However, the results 
of its use by the author on previously solved tasks [2] 
revealed that the use of the standard model and learning did 
not always lead to the desired results and it was necessary to 
solve also the classification tasks with a predetermined 
classification of inputs in addition to the clustering. 
 Therefore, a modified learning algorithm and a multi-level 
model structure based on Kohonen maps were designed. The 
very basic model was at first used for economic data 
processing [7]. The aim of this paper is to present actual state 
of the model with key changes in the hierarchical learning 
and recall and also in modifying the learning process. These 
changes were supposed to improve the quality of the model 
and its generalization capability, which was tested in 
experiments as well. 
 The following chapters of the paper are organized as 
follows. Chapter 2 focuses on a brief description of the 
standard Kohonen map model and shows the key parameters 
of it. Chapter 3 then concentrates on the description of the 
modifications that were made, and Chapter 4 focuses on 
experiments with the model conducted primarily to verify the 
benefits of the proposed modifications. 

II. RELATED WORK 
 The Kohonen map [3] was first introduced in the 1980s as 
most models of neural networks of different types. 
In some ways, Kohonen map can remind us of the ART2 
model [1]. The similarity lies in the same requirements on 
input data (number vectors). Similar is also the two-layer 
structure of the network. However, Kohonen map is strongly 
focused on the visual interpretation of the output and is 
therefore useful both for the better understanding of the task 
and for use in an online dynamic environment. An example of 
such usage can be monitoring of the state of the system [2]. 
 The core model activity is basically the same as ART2 - 
assigning input patterns to the cells of the second layer (i.e. 
the output clusters representing by these cells) based on the 
similarity of patterns. 

Basic Model Functionality 
 The input layer of the Kohonen map is composed of the 
same number of cells as the dimension n of the input space Rn 
is. The output layer is two-dimensional and is also referred to 
as the Kohonen layer. The input and output layers are fully 
interconnected from the input to the output one with links 
whose weights are interpretable as the centroid of the input 
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patterns cluster represented by the cell of the output layer. 
The number of output layer cells is the model parameter. 
 In the production phase, test patterns are submitted at the 
input of the model. Their distance (here the Euclidean one) is 
calculated from the output layer cell centroids and the input 
pattern is assigned to the output cell, from which it has the 
smallest distance. Assigning the input pattern to the output 
cell can be visualized in the output layer as shown in Fig. 1. 

 The learning of the Kohonen map is iterative and is the 
extension of the production phase. During it, the values of the 
weights leading to the cell representing the pattern are 
modified (the winning cell, the pattern was assigned to it) so 
as the weights to the cells in its neighborhood. The centroids 
of all these cells are moved towards the vector representing 
the pattern according to the Eq.  (1). 

𝑐𝑐𝑖𝑖𝑛𝑛𝑛𝑛𝑛𝑛 = (1 − 𝛼𝛼)𝑐𝑐𝑖𝑖𝑜𝑜𝑜𝑜𝑜𝑜 + 𝛼𝛼𝑠𝑠𝑖𝑖 (1) 

In it the α is the learning coefficient for the winning cell, 
usually with the value from the interval (0,1), ci is the i-th 
coordinate of the cell's centroid and si is the i-th coordinate of 
the given input pattern. 
 The values of weights leading to the neighbor cells are 
modified according to the same formula, but with a different 
α ij learning coefficient value adjusted to respect the distance 
of a particular cell from the winning one: 

𝛼𝛼𝑖𝑖𝑖𝑖 =
𝛼𝛼

�1 + 𝑑𝑑𝑖𝑖𝑖𝑖�
 (2) 

Coordinates are taken relative to the winning cell with 
position [0, 0]. The distance dij from the winning cell in these 
relative coordinates is then calculated as Euclidean one. The 
neighborhood of the winning cell is then defined by the limit 
value of dij <= dmax. 
 The Kohonen map also includes a mechanism to equalize 
the frequency of cell victory in the output layer. For each of 
them, the normalized frequency of their victories in the 
representation of the training models fq is calculated with the 
normalized value in the interval (0, 1). This is then used to 
modify the distance of the pattern from the centroid. 

𝑤𝑤𝑝𝑝𝑝𝑝 = 𝑑𝑑𝑝𝑝𝑝𝑝�𝑓𝑓𝑝𝑝 + 𝐾𝐾� (3) 

In the formula, wpq is the modified pattern distance of pattern 
p from centroid q, dpq the original Euclidean distance of them 

and K global model parameter to limit the effect of the 
equalization mechanism. The calculated distance wpq is then 
used in the learning process. The described mechanism 
ensures that during the learning the weights of the whole 
Kohonen layer will gradually be adjusted. The size of this 
layer together with the number P of input patterns actually 
determines the sensitivity of the network to the differences 
between the input patterns. 
 It was also necessary to choose the appropriate criterion for 
determining the end of learning. This is based on the average 
normalized distance v in the 2D layer through which the 
pattern “shifts” between the two iterations as shown in the 
Eq. (4). 

𝑣𝑣 =
1

√2𝑁𝑁𝑁𝑁
��∆𝑖𝑖2 + ∆𝑗𝑗2
𝑃𝑃

 (4) 

The distance is calculated on the square-shaped Kohonen 
layer (with N cells on the side) between the two iterations of 
the input set P. The v value is compared to the maximum 
allowable value vmax determining the average maximum shift 
of patterns allowed in one iteration.  
 The main parameters of the Kohonen maps are the learning 
coefficient α, the way of setting the decrease of this 
coefficient for the cells around the winning cell, the size of 
the neighborhood given by dmax and the number of cells in 
the two-dimensional output layer. In addition, the behavior of 
the model also influences the value vmax and the coefficient K 
in Eq. (3) and its possible change over time. 

III. MODEL MODIFICATIONS 
 The modified learning algorithm and the multilevel 
structure of the model were designed together with 
optimization mechanism for model settings.  

Modified Learning 
 The goal of learning is to get an adjusted model that is 
capable of certain generalization, i.e. adequate responses to 
patterns that have not been trained. The basic Kohonen model 
described above used unsupervised learning. The 
modification using supervised learning for solving 
classification tasks will be introduced. 

At the learning stage, the first change was in the fact that 
after finding the winning cell in the Kohonen layer, the model 
also stores the classification of the training patterns that were 
assigned to it. With the help of a known classification of the 
training set, we can determine the probability rate of output 
categories in every cell, which can be used in the production 
phase to evaluate the test patterns in one of these two ways: 
• Probability evaluation. We select the most likely 

category, so that the test pattern is always classified. 
The assumption here is the same distribution of 
a priori probabilities of output categories. 

• Absolute evaluation. We only evaluate a test pattern if 
it is assigned to a winning cell representing only one 
category. A significant percentage of patterns can thus 
be unclassified. 

So the modified model already uses at the production stage 
additional output information. 

In the course of model experiments it has also been shown, 

Fig. 1. Kohonen layer visualized according to the number 
of patterns represented by cells (the more patterns, the 

darker color). 
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that classification task on data with complex transformation 
Rn > Rm tend to a state where the same classified patterns are 
assigned to output layer cells that are often very distant from 
each other. This affects the overall efficiency of the model 
that must respect this fragmentation. 

The aim was to limit this phenomenon by using the output 
categorization directly in the model’s learning phase. In this 
case, the model is trained on data that are a conjunction of the 
original input and the desired output (classification). For 
example, if we have a classification task performing the 
transformation R4 > B1, where B1 represents a one-
dimensional binary space (one binary coordinate), the model 
will be taught on the input set R4 ∩ B1. In the production 
phase, the last coordinate b1 is not used in the calculations 
because the input test vectors will not contain it (their 
classification is not known). 
  The described modification significantly changes the 
model settings, but it has turned out to be a positive change 
under certain conditions. The key is to what extent the output 
(often binary) classification should be projected into the 
training input. If this projection is in full binary value and 
inputs from R4 are normalized to a range (0; 1), the model 
settings are distorted too much and model is not capable to 
generalize. Therefore, the new reduction factor u was 
implemented to limit this projection according to Eq. (5) 

𝑖𝑖𝑖𝑖𝑖𝑖𝑥𝑥+|𝑅𝑅| = 𝑢𝑢𝑢𝑢𝑥𝑥, (5) 

where 𝑖𝑖𝑖𝑖𝑖𝑖𝑥𝑥+|𝑅𝑅| is the value of the input of the model 
(preceded by the coordinates of the original input from the 
R space) and bx is the original classification (bx = 0 or bx = 1 
for pure binary classification). The factor u has a value from 
the interval (0; 1) and represents next parameter of the model. 
Hierarchy Structure 

 The fundamental change in the work with Kohonen map is 
its repeated use with a different training set. This set can be 
e. g. quite uneven in terms of the representation of output 
categories or too large for the actual size of Kohonen layer. 
The modified model addresses this problem by gradually 
reducing this set by eliminating properly classified training 
patterns at the end of each learning iteration. In the next step, 
a new instance of the map is already learned with a training 
set containing only problematic (not yet categorized) 
patterns. The underlying idea of this approach is to use 
Kohonen map internal mechanisms so that the map in every 
step refines its classification capabilities. 

Thus, in each model step, a separate Kohonen map is 
used. After learning, it is examined whether only patterns of 
one output category are assigned to the given cell. If this is 
the case, we can say that the map can correctly classify these 
patterns in accordance with the desired output and they can 
be excluded from the training set (Fig. 2). The successful 
classification of input pattern is considered as: 

• Basic classification. Assignment to a cell 
representing only patterns of the same category. 

• Strict classification. Assignment of the pattern to 
a cell according to the previous bullet and 
additionally adjacent to only the same (representing 
the same category) or empty cells (not representing 
any pattern). 

The selection of one of the above classification methods is 
a parameter of the model. 
 Two criteria are crucial for the real use of the proposed 
model. The first one is the criterion of learning termination in 
each step (level) of hierarchical model learning. The criterion 
of the maximum average shift distance between the 2D layer 
cells according Eq. (4) was used. 
 The second criterion is that of the overall ability of the 
whole set of learned sub-models to correctly classify the 
training and later the test set of patterns. In the model was 
used the minimum size of the training set, which still makes 
sense for learning. Its higher value reduces the number of 
hierarchical classification steps but also limits the sensitivity 
of the model. 
  In the production phase, the classification method differs 
depending on whether we are in the last hierarchical step or 
not. For the last model in the structure, the probability 
evaluation is always used, where the pattern is assigned to the 
most likely category resulted from the learning process. 
 The modified model was set up using 11 parameters 
including both the Kohonen map original ones (used in every 
iteration) and the other ones characterizing the hierarchical 
model's operation. 

IV. EXPERIMENTS 
 The experiments carried out were aimed at confirming the 
preliminary hypothesis that both modifications of the 
Kohonen map model are beneficial to the generalization 
quality and hence the classification of the test set of patterns. 
The test data were artificially created to represent a complex 
nonlinear transformation from the input space R4 to the space 
B1. 10,000 training and test patterns were generated with 
random coordinate values in the interval (0; 1) from R4 space.  
 One test set and two training sets were created. From the 
training sets one was for the classical learning of the model 
(only inputs from R4) and the other one extended with the 
output b1 (the network input dimension increased to R5 where 
the fifth coordinate was created from b1). Experiments have 
been optimized for maximizing the number of properly 
classified test patterns. 
  As mentioned above, the model has a number of adjustable 
parameters that significantly affect its results. Searching for 
optimal setup manually would be a lengthy process, and 
therefore, a superstructure of the model was used 
implementing an optimization mechanism based on genetic 
algorithms. The possible values (for categorical data) or limit 
minimal and maximal values (for number data) were inserted 
into the optimization system and the optimal values were 
searched through crossings and mutations of coordinates of 
settings chromosome. The chromosome evaluation function 
was defined as maximum correctly classified input vectors. 
  Two variants of model’s setting have been examined. The 
first one focused on modified model learning and worked 
with a single level of the hierarchical model (as if the model 
was not hierarchically modified). The second variant 
involved a hierarchical modification of the model structure 
with the maximum number of levels limited to 10. 
    
 The best results are presented in Table 1. These are the best 
from 406 experimental settings of the model calculated by the 
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genetic algorithm for each variant. 
  It is clear from the table that the use of the modified 
learning process brings a significant improvement in the 
classification capabilities of the network. The key output is 
the finding that to achieve better results with normalized data, 
the output values used for learning (originally 0 and 1) must 
be reduced by the reduction factor. Its appropriate setting was 
found by genetic algorithm and was 0.2 or 0.3 (see the 
Reduction factor row in Table 1). 

TABLE 1. BEST RESULTS FOR DIFFERENT MODEL SETTINGS 

Parameter Max. 1 level Max. 10 levels 

Input classic extende
d classic extende

d 
Number of 
2D cells 40*40 35*35 40*40 35*35 

Classificatio
n criterion basic strict strict strict 

Reduction 
factor - 0.2 - 0.3 

Real used 
levels 1 1 10 3 

Total 
learning 
iterations 

33 118 238 515 

Test patterns 
correctly 
classified 

7998 8472 7985 8643 

Model 
success [%]  79.98 84.72 79.85 86.43 

  The visual outputs of the 2D network for the setting from 
the last two columns of Table 1 in level 1 are shown in Fig. 2 
to demonstrate the effect of modified learning. The cells 
representing the patterns rated 0 are green, the patterns rated 
1 are red. We get "clean" colors for cells containing input 
patterns included in only one category, for cells containing 
patterns of different categories the color is mixed. This 
respects the number of patterns in a cell with different output 
categories. The influence of additional output information on 
the final network setting is quite obvious (right) and the 
fragmentation when using the classical learning algorithm 
(left) almost did not occur. 

  The results can still be improved by using a hierarchical 
modification of the model, but for the selected transformation 
Rn > Rm the added value is not so high (quality improvement 
1.71 %). In this case, the training set was evenly generated, 
but the benefit will be more significant on data with 

unequally represented output categories or different a priori 
probabilities of them. 

V. CONCLUSION 
  This paper focuses on introducing a modified learning 
algorithm for the Kohonen map, which enables solving of the 
classification tasks. The core of the modification is the use of 
training set extended with the output categorization of the 
training patterns. Modifications were made even in setting of 
the criteria for completing model learning (criterion of 
minimal pattern shift in the 2D layer). A visual superstructure 
of the model was also developed to allow a detailed study of 
the dynamics of the model setup process, and the obtained 
knowledge could be used to better understanding of the 
learning process and the nature of input data. 
  The second important modification is the design and 
description of the behavior of a hierarchical classification 
model based on modified Kohonen maps. The training set is 
gradually reduced during the process of learning. This 
increases the sensitivity of the network to differences in input 
data. The algorithm for the production phase of the model 
was developed, based on the learned Kohonen map sub-
models. 
  The behavior of the hierarchical model was described by 
a series of input parameters, whose values had to be 
empirically determined. Therefore, to find optimal values, 
optimization system based on genetic algorithms has been 
used. 
  With the modified model, experiments were conducted to 
verify the benefits of the proposed modifications. They 
confirmed the positive influence of the extended training set 
and the hierarchical structure of the model for better 
classification performance. The overall classification quality 
was improved by 6.58% on the generated data with nonlinear 
randomly selected transformation function R4 > B1. The 
benefit of the hierarchical structure would be greater when 
using data unevenly covering the input space. 
   Future work on the model will focus on further examining 
the benefits of proposed modifications to the quality of the 
classification process. Attention will also be paid to an 
optimization mechanism that could include more data 
characterizing the model's activity. 
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Fig. 2. Influence of modified learning algorithm. 
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