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Abstract. This paper presents results of the research on possible applications of
keyphrase extraction algorithm KEA. Although this algorithm is widely used as
an effective and universal tool for keyphrase extraction, our study is aimed at
exploration of its further adjustments in the tasks of translation equivalents
search and for semantic compression, namely, for extractive summarization. To
be precise, in our first series of experiments we analyzed the output of KEA
based on the text corpus developed from the United Nations documents in order
to find semantically associated structural units (possible translation equivalents)
among Russian and English keyphrases. The second series of experiments is
concerned with using keyphrases automatically extracted by KEA to compose
extracts for short stories. In this case we also compiled a corpus of short stories
written in (or translated into) Russian and adjusted KEA so that ranked sentenc-
es with keyphrases could be used to form previews for the stories.
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1 Introduction

Keyphrases have a wide range of practical applications in rather different fields such
as document summarization, indexing, information retrieval, library systems, etc.
Being structural units themselves, keyphrases convey the most important information
about the content of the document. That is why automatic keyphrase extraction is one
of the most highly sought tasks to solve today.

There are different approaches to extract keyphrases from a document [1, 2]: statis-
tical (TFxIDF, Chi-square, C-value, Log-Likelihood, etc.), linguistic (including dif-
ferent levels of linguistic analysis), machine learning (Naive Bayes classifier, SVM,
etc.) and also hybrid algorithms (KEA).

In this paper we explore further implementations of one of commonly known
keypharse extraction algorithms KEA (Keyphrase Extraction Algorithm) in the wide
field of Natural Language Processing (NLP) [3]. Therefore, we conducted a series of
experiments trying to adjust KEA to the tasks which combine semantic compression
and text transformations.



To be precise, in the first experiment we try to find out if KEA is capable of find-
ing semantically related unites, such as translation equivalents, synonyms, hyponyms,
etc., for two different languages, namely Russian and English.

The second experiment is devoted to the possibility of using KEA as an intermedi-
ate tool for an extractive summarization [4] algorithm. Keyphrases automatically
extracted by KEA were used to identify salient sentences in the text.

To mark the borders of our research, it needs to be noted that we are not trying to
find new solutions to existing problems in the field of NLP. The subject of our study
is KEA itself, namely, how it can be used and what for. Thus, those applications of
KEA that we will consider further represent only one of all possible varieties of ap-
proaches to solving some certain tasks, and also give new information about KEA’s
abilities. Despite the fact that the algorithm is not precisely new, we have chosen
KEA for our experiments because it proved to be a useful and universal tool in differ-
ent fields, but so far has not been used for processing Russian texts.

We would also like to state in advance that, as a significant part of the research was
conducted manually, in many aspects it is not large-scale.

The paper is organized as follows. Section 2 briefly describes the structure and
working principles of KEA. Section 3 contains description of the first possible KEA
application, namely identification of translation equivalents, while Section 4 deals
with the second experiment which concerns composing extracts for short stories based
on keyphrases extracted by KEA. Section 5 is devoted to general conclusions and
future work.

2 KEA Structure

KEA was developed by I.H. Witten et al. in New Zealand in 1999 [5, 6]. It is a

keyphrase extraction algorithm which contains two stages:

- training: KEA is trained on the documents where the keyphrases are manually
assigned by the author; as a result, a model for identifying keyphrases in new
documents is created,;

- extraction: the model created on the previous step is applied, and the
keyphrases for new documents are identified.

On both stages, by certain rules, KEA chooses candidate phrases. The procedure of

candidate selection is as follows:

1) preprocessing of the input documents:

- tokenization;
- relative phrase boundaries are placed,;
- non-alphabetical characters are removed.
2) keyphrase candidates filtering:
- the length of a candidate keyphrase is limited to a certain size;
- proper names cannot be chosen as candidate keyphrases;
- constructions beginning or ending with a stopword cannot be candidate
keyphrases.
3) case-folding and stemming.



After that for each candidate two features — TFxIDF and first occurrence — are cal-
culated. TFXIDF shows how often a phrase occurs in the document in comparison to
its frequency in some large corpus:
frea(P. D) x —lo A where

size(D) 27N

freq(P,D) is the number of times P occurs in D;

size(D) is the number of words in D;

df(P) is the number of documents of some collection of documents or in some cor-
pus containing P;

N is the size of the collection or corpus.

The second feature, first occurrence, is the distance between a phrase first appearance
and the beginning of the document, divided by the number of words in the document.
The result is a number between 0 and 1.

After being trained, KEA marks each candidate as a keyphrase or non-keyphrase,
which is a class future used later by Naive Bayes classifier. Then, by applying the
model built on the training stage, KEA selects keyphrases from a new document and
after some post-processing operations represents the best keyphrases to a user.

When the classifier processes a candidate phrase with feature values t (TF xIDF)
and d (distance), two quantities are calculated:

TF XIDF =

Y
Plyes] = Y_I_—NPTFXIDF [tlyes]Pyistance[dlyes]

and the same for P[no], where Y is the number of positive instances in the training set,
i.e. keyphrases assigned by the author, and N is the number of negative instances, i.e.
candidate phrases which are not keyphrases.

The overall probability that a candidate phrase is a keyphrase, in its turn, is calcu-
lated in the following way:

p = Plyes]/(Plyes] + P[no])

According to this value, candidate keypharses are ranked and the first r, where r is a
requested number of keyphrases, presented to the user.

3 Translation equivalents among Russian and English
keyphrases automatically extracted by KEA

3.1  Collecting and preprocessing text corpora

Besides KEA’s possible practical usages this experiment was also aimed at verifying,
to which extend KEA is a language independent tool. For us it would mean that it is
capable to identify conventionally ‘the same words’ for the same document written in
several languages. For this purpose we developed a corpus using the United Nations
(the UN) documents [7] as official papers have at most precise translation and are
written in formal style.

The corpus contains official letters, declarations, protocols, reports, etc. On the
whole, it includes 60 documents (~ 115000 tokens), where 30 documents are written
in English and 30 — in Russian. In each subcorpora 25 documents were taken for the



training set, while the rest 5 formed the test set. The documents in each set were
picked randomly. Obviously, in the UN documents no manually assigned keyphrases
are provided, so we used document-headline pairs in the training set.

As it was already mentioned, KEA is a universal language-independent algorithm
that means that the importance of a phrase for the document content does not depend
on any particularities of a language. Although the realization of KEA allows to pro-
vide external language-dependent modules such as stemmers, for example. And its
initial package contains stemmers for some languages, but Russian is not among
them. As using different stemmers for document preprocessing could influence the
resulting list of keyphrases, no linguistic processing of the documents was used in this
experiment. Thus, equal conditions were set up for both languages.

In processing English texts we used an internal list of stopwords, created by the
developers of the algorithm, and stopword list for the Russian language was collected
from Russian National Corpus (RNC) lists of function words and abbreviations [8]. It
includes the most frequent prepositions, particles, pronouns, interjections, some pa-
rentheses, digits and Latin characters.

For each document of the test set we obtained a list of 20 (the number recommend-
ed by the developers as containing the most salient keyphrases) the most relevant
keyphrases. After that the lists were manually analyzed in order to find translation
equivalents.

3.2 Results and evaluation

It is worth mentioning that results obtained in the course of experiments cannot be
evaluated with high precision as the algorithms of keypharse extraction as such are
hard to evaluate, especially when no manually assigned keyphrases are provided.
Moreover, the algorithms like KEA, as a rule, work better for the documents that were
preprocessed, — for languages with rich grammar like Russian in particular. As it was
already noted, we did not perform preprocessing of the documents in our study to
create at most equal conditions for both languages. Therefore, for each document we
decided to calculate the percentage of semantically associated structural units for both
outputs combined together. The number of units being members of some kind of se-
mantic relations was dived by 40 (20 Russian keyphrases for a document and 20 Eng-
lish keyphrases for a document) and multiplied by 100 to get a percentage. Technical-
ly, of course, those are two different documents, but as our study is of semantic na-
ture, we consider it to be unimportant detail. Obtained results with examples are
shown in the Table 1.

Table 1. The percentage of semantically associated structural units of a document among Rus-
sian and English keyphrases.

Document The percentage of Examples
id semantically associated
structural units of a doc-
ument




Paris Agreement — [Tapuxckoro

COTJIAIICHHUSI
G1812398\ 65% Annex | to the Convention — npunoxenue I
400 k KouseHumun
included in Annex — BKJIFOYEHHBIX B MPHU-
JIOKEHHE
TIR carnet holder — nep>arenst KHIKKH
(G1813678\ 675 MJIT
80 ' subcontractor — cy6noapsunka
container — xoHreitHepa
Advisory Committee — KoHcynbTaTHBHBIN
N1813436\ 65% KOMHTET
38 liquidation — nukBHmaUK
mission — muccuu
terrorism and transnational organized crime
N1813943\ — TEPPOPU3MOM H TPAHCHAIMOHAJIBHON OpraHu-
46 75% 30BaHHOW MPECTYITHOCTHIO
Security Council — Coser bezonacroctr
Crime — MpecTyMHOCTHIO
1802422\ memper st.ates — rocyZjapcTBO-4JIEH
4 60% voting rights — npasa ronoca

contributions — B3HOCOB

As we can see, we indeed can find translation equivalents in the output what proves
KEA’s language-independence and new possibilities for research in that area.

Although for these figures some notes should be made. Firstly, KEA tends to break
semantically associated units. For instance, for the document G1812398\400 we had
Paris, agreement and Paris Agreement for both languages. It is quite a common issue
for automatic keyphrase extraction, but among researchers there is still no convention
how to conduct any kind of calculations in this case. In our paper we decided to count
full phrases as well as their parts. So, in the example above, all three units were con-
sidered to be semantically associated.

Secondly, because of the certain nature of texts in our corpus, we mainly dealt with
translation equivalents, and sometimes it is hard to tell, whether or not keyphrases are
equivalent and whether the parts came from the same phrase. For example, for a doc-
ument N1813943\46 were extracted Cosem Bbezonacnocmu, Cosem Bezonacnocmu
nanomunaem, Security Council and encourages. In such cases we had to turn to the
original text, which is not very convenient within the experiment, because it was done
manually for each document in the corpus, to look at the context. But it is still impos-
sible to tell, if Security Council came from Security Council encourages or Security
Council recalls. As a used corpus was not aligned, looking at the context becomes a
separate problem.

Therefore, such, sometimes, high figures are a product of evaluation issues appear-
ing while processing broken phrases. Those breaks may be caused not only by KEA’s



peculiarities, but also by the absence of morphological preprocessing of the texts. It is
commonly known that ‘messy’ data causes calculation mistakes, that is why we admit
that our evaluation is raw and does not claim to be the only one possible or highly
precise.

4 Automatic summarization of short stories

4.1  Data preprocessing

In this paper we used KEA to create extracts based on the original text [9, 10]. Ac-
cording to [11] extract is a collection of passages (ranging from single words to whole
paragraphs) extracted from the input text(s) and produced verbatim as the summary.
For this experiment we compiled a corpus of 35 short stories written in Russian
and Russian translations of famous literary works. Among the authors whose stories
were used are A. Chekhov, O. Henry, D. Kharms and others. While selecting the only
criterion was a small size. 30 short stories were used for the training set and the rest
five for the test set. As manually assigned keyphrases for training we took abstracts
for those stories written by users of [12].
Further actions can be divided in two ways:
1. Experiments based on the lemmatized training set:
— lemmatization of the abstracts;
deleting stopwords;
— lemmatization of the training set;
—  lemmatization of the test set;
extraction of 20 the most relevant keyphrases.
2. Experiments based on the non-lemmatized training set:
— lemmatization of the test set;
— extraction of 20 the most relevant keyphrases.
— lemmatization of the output keyphrases.
The reason for this division is the fact that KEA produces different results depend-
ing on if the training set has been lemmatized or not. For lemmatization we used mor-
phological analyzer pymorphy2 [13] in Python.

4.2 The algorithm

As the corpus has been processed and keyphrases for the test set extracted, an extract
for a story is automatically composed based on obtained results. We developed and
tested the algorithm which was implemented in Python. Our algorithm is composed of
several modules including preprocessing as well as the module creating an extract.
The algorithm contains several stages:
1) the text is split into sentences: as the search of keyphrases in the text is
conducted by lemmas, later we need to find and extract original sentences;
2) the title and the first sentence are extracted: we need the title to bound an
extract with its story, and the first sentence gives it a start;



3) the search of the keyphrases in the sentences: at this point we have lemma-
tized original texts and their keyphrases to conduct a search by lemmas;
4) candidate sentences are assigned some scores (this stage will be discussed
later);
5) selected sentences are extracted from the original text and the first five (in-
cluding the first one) having a score more or equal to 2 form the extract.
Scores are assigned as follows:
1, if a keyphrase is included in one of the constructions listed below, and if it is
a subject or a predicate of the sentence in the first two cases:

—  noun:
e noun + noun\verb\full adjective\short adjective (in the dis-
tance of +\- 1 from the main word)
- verb:
e verb + noun\infinitive (in the distance of +\- 1 from the
main word)
e verb + full adjective + noun
— adjective:
e adjective + noun (in the distance of + 1 from the main
word)

e verb + adjective + noun;
2, if a keyphrase in the sentence is among the first five from the output list;
3, if a sentence contains more than one keyphrase;
4, 5, 6 are assigned for combinations and if a sentence contains several
keyphrases.

4.3  Results and evaluation

Therefore, the obtained extracts are as follows.

Here is an extract for ‘Enemies’ by A. Chekhov. The story begins when to the doc-
tor, whose son has just died, comes a visitor and asks for help because his wife is sick.
The doctor refuses saying that he cannot work now, but eventually agrees to come.

Table 2. Examples of extracts automatically composed by the proposed algorithm.

Lemmatized training set Non-lemmatized training set
BPAT'U. BPAIU.
B oecsmom wacy memnoco cenmsOpvbcko2o B oecsamom uacy memmoco cenmsopo-

seuepa y 3emckoeo ookmopa Kupunosa cxonuan- crkoeo eéeuepa y zemckoco dokmopa Kupuno-
¢ om ougpmepuma e20 eOUHCMEEHHLLU CblH, 6d CKOHYAICS Om ougpmepuma e2o0 eOuH-
wecmunemuuti Anopeil. CcmeeHHbIl CblH, wecmunemuuii Anopeil.
Kupunos, xax 61, 6e3 ciopmyka, 6 pac-
cmesHymotl JicuniemKe, He 8blMupasi MOKpo-
20 UYa u pyx, 000JCIHCEHHBIX KapOOIKOl,
nowen cam omeopsms 08epb.

— A doma, — omeemun Kupunos. — A 0oma, — omeemun Kupunos.




— Iloka exan k éam, uccmpaoancs OYuiou...
Ooesatimecy u edemme, paou 6oza... Ilpouso-
WiLO DO MAKUM 00paA30M.

— Bepbme, 51 cymeio oyeHums gaule GeIUKO-
Ooyuiue, b6opmoman AboeuH, noocaxcusas
00KMopa 6 KOJSCKY.

B ezo ocanke, 6 nrommno 3acmeznymom ciop-
myKe, 6 epuee u 8 Juye 4y8CcmeosaloCs 4mo-mo
011a20p00HOe, TbEUHOE, XOOUT OH, 0epHCa NPAMO
207108y U BLINAMUG 6NEped 2pYOb, 2060PUL NPU-
SAMHBIM 6APUMOHOM, U 8 MAHEPAX, C KAKUMU OH
CHUMAJ C80€ KaliHe WU NONpAgsl G0N0CHl HA
2o0108e,

CK603UJI0 MOHKOe, nodvmu JHCEeHCKoe

UusAuecmaeo.

Ouens paod, yumo sacman... boea paou, ne
omKascume noexams cetuac co MHOu... Y
MeHs onacho 3abonena dcena... M sxunaosic
co mHuoll... Ilo eonocy u osudcenusm 8o-
weoue2o 3amMemHo OblLIo, YUMo OH HAXOOU-
€51 8 CUNLHO B030YHCOCHHOM COCMOSIHUU.

Koeoa Aboecun ewe paz ynomawyn npo
Ianuunckoeo u npo omya ceoeil dceHvl U
ewe paz Hawal ucCKkamv 8 NOMEMKAX PYKY,
O0KMOP 6CMPAXHYL 2010801 U CKA3AL, ANA-
MUYHO Pacmseueasl Kaxjicooe Cclogo: —
H3seunume, s He mo2y exams... Munym nsmo

HA3A0 y MeHs... ymep CoiH... — Heyocenu?

In this case, the second extract seems to be more appropriate, as it is more coherent
and does not contain redundant information.

Now we can see a counter-example. The story is “Tobin’s Palm’ by O. Henry. Two
friends are going to Coney Island to cut loose because one of them, Tobin, has just
been deceived and robbed by his girlfriend. There they meet a gipsy who warns Tobin
to stay away from certain people and says that he will meet a person who will bring
him luck. So, the rest of the story Tobin and his friend are trying to find that person.

Table 2. Examples of extracts automatically composed by the proposed algorithm (continue).

Lemmatized training set

Non-lemmatized training set

Jlunuu cyovouL.

Muvr ¢ Toburom Kax-mo Hadymanu npoxa-
mumbca na Konu-Aiineno.

Ipomedxic nac 3asenocy wemvipe doanapa,
Hy a Tobuny mpe606anoce paseneysbcs.

Komu Maxopuep, ezo munaa uz Cuaii-
20,[70] xax cK603b 3eMAN0 NPOBATUNACH C
Mmoeo camozo OHaA mpu Mecaya momy Ha3ao,
Ko20a ykamuna 8 Amepuky ¢ 08yms COmMHAMU
0011ap08 cOOCMEEHHbIX cOepediceHull U ewe ¢
comHell, BbIPYUEHHOU 3a NPoOaxdCcy HACAEO-
cmeennvix eradenuii Tobuna — omauunoz2o
Odomuwiku 6 box Illonnayx u nopocenka.

— A suoicy danvuie, — 2osopum 2adaika,
— ymo y mebs MHO2O 3a60m U HEeNnpUAMHO-
cmel om Mo, KOMOpylo mbl He MOdICeulb
3a0b1mb.

— Bepezucy, — npodonxcaem eadanxa, —
OproHema u ONOHOUHKU, OHU 6MAHYM mebs 8
HenpusmHocmu.

Jlunuu cyovoul.

Muvr ¢ Tobunom kaxk-mo Hadymanu npoxa-
mumucs na Konu-Aiineno.

Ilpomedic nac 3asenocy uemvipe doanapa,
Hy a Tobuny mpeb08anocs paseneusbcesl.

Komu Maxopnep, eco munaa uz Cnaii-
20,[70] kax cK603b 3eMII0 NPOBANUNACH C
Mmo2o camozo OHaA mpu Mecaya momy Hazao,
K020a ykamuna 8 Amepuxy ¢ 08yms COmHAMU
0011apo8 coOCmEeHHbIX cOepedceHull U ewe ¢
comHetl, BbIPYUEHHOU 3a NPOOANCYy HACTeO-
cmeennvix nadenuii Tobuna — omauyHo2o
domuwxu ¢ box Lllonnayx u nopocenxa.

Hy u 6om mul, 51 0a Tobun, osunynu na Ko-
HU — Modicem, NoOyManu Mbl, 2OpKu, KOIECO
0a euje 3anax JcapeHvix 3epeH KyKypy3vl Ma-
JI0CMb 6CIPAXHYM €20.

Tobun evloaem el decsamv YeHMO8 U cyem
CB8010 PYKY, KOMOpas Npuxooumcs npamou
POOHell KONbIMY JOMOBOU KOHAU.




Here, the first extract is likely to be more successfully made because it gives the story
a start, while from the second one it is hard to understand what happened with charac-
ters after they had arrived at Coney Island.

To give estimation to obtained results, we asked 6 experts to evaluate the texts
from the following three perspectives:

e which one of two extract variations is better: lemmatized or non-
lemmatized; the one better is assigned 1 score, while the other gets O (fur-
ther was evaluated the one that got 1 at this step);

o meaningfulness: if it is impossible to get something about a story from the
extract, the score for this parameter equals 0; if a reader could get at least
something, 1; and if an extract is for the most part clear, 2;

e preview: whether or not a given extract can be used as a preview for a
short story.

The average evaluations for each parameter are shown in Table 3. As the first parame-
ter is a matter of preference and refers to another issue (data preprocessing), total
score was calculated only for ‘Meaningfulness’ and ‘Preview’ parameters, 3 conse-
quently being the highest point..

Table 3. Expert evaluation of obtain results.

. lemmatized non-lemmatized . . Total
Title . . Meaningfulness Preview
version version score
Enemies
' 1 2
A Chekhov 0,2 0,8 5 0,8 3
Strictly Business, 1 0 15 0.8 23
O. Henry
Tobin's Palm, 08 02 08 07 15
O. Henry
The Man in the
Case, 0,2 0,8 1,3 0,8 2,2
A. Chekhov
A story about a
priest, 0,2 0,8 1,2 0,8 2

M. Zoshchenko

Clearly, KEA can be used as an in-between tool for composing extracts for short sto-
ries, as it has shown competitive results, gaining the average total score more than or
equal to 1,5 out of 3.

Interestingly, experts, as a rule, preferred a version based on non-lemmatized data.
In a way it confirms our suggestion that stemming from the source package would be
better for data preprocessing.
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5 Conclusions

In this paper we tried to find and test some further applications of KEA, namely iden-
tifying translation equivalents in the same text written in several languages and sum-
marizing short stories. As we can see, KEA has managed to find the equivalents in
texts and summarize stories up to its preview. That means that KEA is capable to
serve as a universal and effective tool for different tasks and may be useful not only
for researchers but for naive users as well.
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