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Abstract. The article discusses the evaluation of automatic keyword extraction algorithms (AKWEA) and points out AKWEA’s dependence on the properties of the test collection for effectiveness. As a result, it is difficult to compare different algorithms which tests were based on various test datasets. It is also difficult to predict the effectiveness of different systems for solving real-world problems of natural language processing (NLP). We considered six publicly available analytical text collections, since analytical articles are typical for the keyword extraction task. Our analysis revealed that their text length distributions are very regular and described by the lognormal form. Moreover, most of the article lengths range between 400 and 2500 words. Then we take in to consideration a number of characteristics, such as the text length distribution in words and the keyword assignment method, of eleven corpora. All these corpora are significantly different from each other in such characteristics as their text length distribution, size, themes and authorship of the keyword assignment, but were used in keyword extraction evaluation tasks. Only one of them, DUC-2001, has the most relevant form and distribution parameters but its disadvantage is the small number of experts participating in the keyword assignment. Moreover, all the corpora are monolingual and do not allow carry cross-language study.
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1 Introduction

The number of digital documents available is growing on a daily basis at an overwhelming rate. As a consequence, there is a need to increase the complexity of the structure and software solutions in the field of NLP which are based on a number of basic methods and algorithms. The algorithms of automatic keyword and key phrase (KW) extraction are among them. This task has been analyzed over the past sixty years from different perspectives. There has been a significant increase in the number of researches that took place in the last twenty years, of which many have been publications of different AKWEA’s [30]. The reason for this is the increasing amount of
computing research, data resources and especially the development of internet services. It also simplifies the development and evaluation of new algorithms.

The term “keyword” is interdisciplinary and above all, is used in works on psycholinguistics and Information Retrieval [32] that causes the existence of different approaches to its definition. Summarizing the numerous opinions, we can conclude that the keywords (phrases) are words (phrases) in the text that are especially important, commonly understood, capacious and representative of a particular culture. The set of which can give a high-level description of its content for the reader and providing a compact representation and storage of its meaning in mind [30]. In practice, the terms keyword and key phrase have the same meaning.

Despite the large amount of specialized and interdisciplinary work there has not been a consistent technique developed for detecting keywords yet. Experiments confirmed that this is done intuitively by people, and is personality, and even gender-based [20]. This implies the non-triviality of the development of formal methods and KW extraction algorithms for computing. Therefore, the current efforts of researchers are focused on the development and implementation of hybrid learning-based AKWEA’s which assumes the use a variety of linguistic resources. Thus, the accuracy of training and control datasets has great importance on the effectiveness of development.

Our analysis reveals number problematic areas. The author’s results in testing AKWEA’s are often different from those obtained by other researchers, since they use different control data in the evaluation of algorithms [30]. Independent testing of KW extraction algorithms is a difficult task because there is a lack of implemented system and source code of algorithms in open access. This problem is partially solved by carrying out workshops when the organizers propose test data for all participants. At the same time the number of available and well-proven corpora for KW extraction evaluation is small (10-20) and the criteria for their formation are not methodologically well enough investigated. The possibility of transferring the results of the algorithms in other languages remains an open question. The remarkable thing is that most of the known results are obtained for the English language, and the rules for the interpretation of them to the Slavic languages, especially to Russian, have not been established.

Indeed, preliminary empirical data show that for the graph-based algorithms with increased text size the precision of AKWEA’s might reduce. Therefore, the effectiveness of the algorithms depends on the type and parameters of the text lengths distribution (in words) that constitute research data. Homogeneity of the data by genre and text difficulty probably has some influence on the effectiveness of AKWEA’s too (see Fig. 1).

A separate discussion is necessary to explore the characteristics of experimental corpora such as size, existence and the methods of KW assignment (who and how many authors assigned them), the subject and the type of text (abstracts and full articles). KW assignment can be performed by authors, experts on the topic or by crowdsourcing. In this case, questions arise such as what kind of assignment is considered optimal, is it possible to rely on public opinion and what is a minimum number of participants that must specify the word as a keyword to assign it as such. It
should be noted that the quality of KW assignment depends on the size of a corpus. As the size increases, the complexity of assignment rises.

![Fig. 1. The specifications of research corpora for keyword extraction evaluation.](image)

But first of all, it is necessary to investigate existing text collections (those used for KW extraction) for the length distribution parameters (in words).

## 2 Methodology and Research Tools

Articles from six web sites were selected as the statistical and research database subset that contains a voluminous collection on various English topics. This choice is due to the assumption that the main sphere of work for KW extraction is mostly with topical or subject-based text, especially those that contain elements of analytical themes. The eleven corpora (test and trial), that were used in some or other research or scholarly articles, were found using a search engine.

Many sites block automatic downloading for article collection or don't have freely available archives for use at all. So, sites with freely available resources were used. After downloading the collection of articles, automatically parsing of the pages was made and the text was extracted. Then the tokenization and a count of the number of words in each article was made. Stanford Log-linear Part-Of-Speech Tagger\(^1\) was used for tokenization of English texts, which is widely used in both research and commercial sectors [12].

The text lengths distributions in words were presented for every collection. We used Pearson’s chi-squared test to evaluate the fitness of observed data to some theoretical distributions using advanced analytics software package Statistica\(^2\) and EasyFit\(^3\) software. It is worth pointing out that the form distribution depends on the mode of data grouping [11]. Calculating the number of bins \(k\) in different ways leads to a wide range of its possible values. For the expected Gaussian distribution, the Sturges formula is normally used, but if the data are not normal or there are more than 200 cases, it's poorly applied [7].

---

\(^1\)[http://nlp.stanford.edu/]

\(^2\)[http://www.statsoft.com]

\(^3\)[http://www.mathwave.com/]
For the unification of the calculation the bin sizes in the histograms we used the Freedman and Diaconis rule, which gives the value agreed with the recommendations on standardization and then convert it into the number of bins:

$$h = 2(IQ)n^{1/3}$$  \hspace{1cm} (1)

where $h$ is the bin size, $IQ$ is the interquartile range of the data and $n$ is the number of observations. At the same time according to the Pearson’s chi-squared test (p-value $= 0.05$) we did not obtain a satisfactory fit of the results in all cases. Our hypothesis was confirmed by varying $k$ in a small range with respect to the calculated value. To improve the accuracy of estimates of the form and parameters of the probability density function further research is needed. For example, the Levenberg-Marquardt algorithm was used by other researches to solve similar problems [27].

3 A Review of Existing Information Resources

3.1 Text Length Distributions in Analytical Articles Collections

The issue of natural length distribution and optimal lengths are taken into consideration by many researches. Most studies have been devoted to investigate blog post sizes [8, 21, 29], which describes the text length distribution with fat tails. This is true for the user comments [27], e-mail messages [22] and for the length of the texts that are stored on users’ computers [3]. It is proposed [2] to consider the length of the articles from Wikipedia encyclopedia as an indicator of their quality, and the overall length of the English papers described by the lognormal form [26]. Fig. 2 presents the probability density function distributions for the six data-sets.

---

As can be seen from the graphs, the majority of the length distribution of analytical articles can be comparative to the normal or lognormal form. The majority of texts are in the range of 400 to 2500 words.

Table 1 presents general information and statistical characteristics of the reviewed text collections. Collection size ranges from 736 to 14529 articles and their publication dates cover the period from 2015 to 2016. Mean lengths of articles varies between 839-1212 words.
Table 1. Characteristics of the analytical article collections.

<table>
<thead>
<tr>
<th>№</th>
<th>Source</th>
<th>Count</th>
<th>Text length</th>
<th>Publishing period</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
<td>Min.</td>
</tr>
<tr>
<td>1</td>
<td>project-syndicate.org</td>
<td>1163</td>
<td>873,3</td>
<td>612</td>
</tr>
<tr>
<td>2</td>
<td>ndtv.com</td>
<td>736</td>
<td>1112,5</td>
<td>274</td>
</tr>
<tr>
<td>3</td>
<td>americanthinker.com</td>
<td>2268</td>
<td>1212,2</td>
<td>473</td>
</tr>
<tr>
<td>4</td>
<td>townhall.com</td>
<td>905</td>
<td>839,5</td>
<td>217</td>
</tr>
<tr>
<td>5</td>
<td>theguardian.com/science</td>
<td>897</td>
<td>948,7</td>
<td>66</td>
</tr>
<tr>
<td>6</td>
<td>theguardian.com/commentisfree</td>
<td>14529</td>
<td>874,6</td>
<td>79</td>
</tr>
</tbody>
</table>

It is worth pointing out that there are possible restrictions authors can have on the length of published articles. For example, on project-syndicate.org a recommended article length by their editorial team is 1000 words.

3.2 Existing Corpora for Keyword Extraction Evaluation

Despite the large number of works devoted to keyword extraction evaluation the number of specially trained and public corpora are much less so. Some of them are used multiple times in different studies. Hulth-2003 [6] for example, consisting of abstracts of scientific articles, is one of the most popular and was used in the many academic papers [5, 18, 23-25, 28, 33]. Other datasets are used much less frequently, often only by their authors. One of the main drawbacks of such corpora is the “messy” texts, as many of them contain a bibliography, tables, captions and pictures in text files.

We surveyed eleven public corpora, which are significantly different from each other such as the text length distribution as well as other characteristics such as the size, themes and authorship of the keyword assignment. Table 2 summarizes the characteristics of reviewed corpora. The following are some explanations.

Table 2. Characteristics of the available corpora for KW extraction evaluation.

<table>
<thead>
<tr>
<th>№</th>
<th>Corpus</th>
<th>Year</th>
<th>Contents</th>
<th>KW assign</th>
<th>Type</th>
<th>Resource</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>DUC-2001 [31]</td>
<td>2001</td>
<td>News articles</td>
<td>E-2</td>
<td>ATC</td>
<td>github.com</td>
</tr>
<tr>
<td>---</td>
<td>---------</td>
<td>------</td>
<td>-----------------------------</td>
<td>-------</td>
<td>-----</td>
<td>-----------</td>
</tr>
<tr>
<td>5</td>
<td>WIKI-20 [15, 16]</td>
<td>2008</td>
<td>Technical research reports of computer science</td>
<td>E-15</td>
<td>ATC</td>
<td>github.com</td>
</tr>
<tr>
<td>6</td>
<td>FAO-30 [14, 16]</td>
<td>2008</td>
<td>Documents from UN FAO⁵</td>
<td>E-6</td>
<td>TC</td>
<td>github.com</td>
</tr>
<tr>
<td>7</td>
<td>FAO-780 [14, 16]</td>
<td>2008</td>
<td>Documents from UN FAO</td>
<td>E-?</td>
<td>TC</td>
<td>github.com</td>
</tr>
<tr>
<td>9</td>
<td>CiteULike [16, 17]</td>
<td>2009</td>
<td>Bioinformatics papers O-3</td>
<td>TC</td>
<td>github.com</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>SemEval-2010 [9]</td>
<td>2010</td>
<td>ACM full papers</td>
<td>A+E-0,2ATC</td>
<td>github.com</td>
<td></td>
</tr>
</tbody>
</table>

**Note:** notation of KW assignment: A-text authors, O-N – Crowdsourcing (N – number of people per one text, ? - n/a), E-experts.

Let us explain the features of the KW assignment of the given corpora. DUC-2001 was prepared for text summarization evaluation within the Document Understanding Conferences, but KW assignment was made by two only graduate students in 2008 for the study of AKWEA’s [31]. A feature of the Hulth-2003 assignment is the presence of two sets of KW – a set of controlled, i.e. terms restricted to the Inspec thesaurus, and a set of uncontrolled terms that can be any terms. NLM-500 sets of keywords restricted to the thesaurus of Medical Subject Headings. WIKI-20 assigned by 15 teams consisting of two senior computer science undergraduates each. These KW sets were restricted to the names of Wikipedia articles. NUS has the author's assigned KW lists as well as KW lists assigned by student volunteers. FAO-30 and FAO-780 differ in size and composition of the experts, but both KW sets were restricted to the Agrovoc⁷ thesaurus. In KRAPIVIN parts of the articles are separated by special characters, which makes it convenient to their separate processing. CiteULike KW’s were assigned by 322 volunteers but the authors noted that for this reason the high quality of the KW assignment is not guaranteed. For assignment of 500N-KeyPhrasesCrowdAnnotated-Corpus (500N-KPCrowd-v1.1) the researchers used the crowdsourcing platform Amazon’s Mechanical Turk⁸.

SemEval-2010 has been specially prepared for the Workshop on Semantic Evaluation 2010, where 19 systems were evaluated by matching their KW’s against manually assigned ones. It consists of three parts: trial, training and test data. The authors note that on average 15% of the reader-assigned KW and 19% of the author-assigned KW’s did not appear in the papers.

---

⁵ Food and Agriculture Organization
⁶ Association for Computing Machinery
⁷ http://www.fao.org/agrovoc
⁸ https://www.mturk.com/
Table 3 shows the statistical characteristics of text length distributions in the reviewed corpora.

Table 3. Statistical characteristics for the datasets used in this paper.

<table>
<thead>
<tr>
<th>№</th>
<th>Name</th>
<th>Count</th>
<th>Mean</th>
<th>Min.</th>
<th>Max.</th>
<th>Std. Dev.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>DUC-2001</td>
<td>307</td>
<td>769,1</td>
<td>141</td>
<td>2505</td>
<td>435,1</td>
</tr>
<tr>
<td>2</td>
<td>Hulth-2003</td>
<td>2000</td>
<td>125,9</td>
<td>15</td>
<td>510</td>
<td>59,9</td>
</tr>
<tr>
<td>3</td>
<td>NUS</td>
<td>211</td>
<td>6731,7</td>
<td>1379</td>
<td>13145</td>
<td>2370,6</td>
</tr>
<tr>
<td>4</td>
<td>NLM-500</td>
<td>500</td>
<td>4805</td>
<td>436</td>
<td>24316</td>
<td>2943,3</td>
</tr>
<tr>
<td>5</td>
<td>WIKI-20</td>
<td>20</td>
<td>5487,8</td>
<td>2768</td>
<td>15127</td>
<td>2773,4</td>
</tr>
<tr>
<td>6</td>
<td>FAO-30</td>
<td>30</td>
<td>19714,3</td>
<td>3326</td>
<td>70982</td>
<td>16101,6</td>
</tr>
<tr>
<td>7</td>
<td>FAO-780</td>
<td>779</td>
<td>30106,5</td>
<td>1224</td>
<td>255966</td>
<td>31076,5</td>
</tr>
<tr>
<td>8</td>
<td>KRAPIVlN</td>
<td>2304</td>
<td>7572,8</td>
<td>144</td>
<td>15197</td>
<td>2092,3</td>
</tr>
<tr>
<td>9</td>
<td>CiteULike</td>
<td>180</td>
<td>6454,1</td>
<td>878</td>
<td>23516</td>
<td>3408,9</td>
</tr>
<tr>
<td>10</td>
<td>SemEval-2010</td>
<td>244</td>
<td>7669,1</td>
<td>988</td>
<td>13573</td>
<td>2061,9</td>
</tr>
<tr>
<td>11</td>
<td>500N-KPCrowd-v1.1</td>
<td>447</td>
<td>425,9</td>
<td>38</td>
<td>1478</td>
<td>311,7</td>
</tr>
</tbody>
</table>

Fig. 3 - 7 shows the text length distributions of the reviewed corpora.

![Fig. 3. Distribution of annotation lengths in words.](image-url)
Fig. 4. Distribution of news article lengths in words.

Fig. 5. Distribution of ACM article lengths in word.

Fig. 6. Distribution of FAO document lengths in words.
A review of test corpora revealed that they differ significantly on the sizes, the themes, and the method of keyword assignment. The difference of text lengths for some couples is three orders of magnitude. The text length in the tens of thousands of words questioned the possibility and the meaning of the use of AKWEA’s at its entire length, without division into semantic parts. In contrast, annotation in definition contain a higher percentage of KW’s than text containing a few thousand words. The text length distribution histograms of the most reviewed corpora have outliers, and does not correspond to the established in Section 3.1 principles, that is their apparent drawback. DUC-2001 has the most relevant form and distribution parameters (LN (6.49, 0.55)) but its disadvantage is the small number of experts participating in the KW assignment (only two). Moreover, all the above corpora are monolingual and do not allow carry cross-language study of KW extraction.

4 Conclusions

As can be seen from the above, the majority of the texts for which KW extraction is relevant are in the range of 400 to 2500 words and their text length distribution is quite well described by the lognormal form. Thus, in practice it is advisable to use AKWEA’s that show a good performance in certain text length ranges. However, in general a comparison of existing AKWEA’s was performed on corpora with different
characteristics. Moreover, the length of the manually assigned KW lists in them varies widely, and KW assignment was made by different categories of people such as students, volunteers and experts for example. Thus, for an objective comparison of existing AKWEA, it is necessary to use corpora, whose characteristics are close to those of natural collections.
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