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Abstract. This paper presents the results of experiments on morphological dis-

ambiguation in the National corpus of the Tatar language “Tugan tel”. The ex-

periments were conducted using the LSTM based neural network model. The 

tagged socio-political sub-corpus of the National corpus of the Tatar language 

“Tugan tel” with a volume of 2,4 million words was used as training data. Ex-

periments have shown that LSTM models are language-independent and can be 

applied to the Tatar language too. The results for Tatar are on a comparable lev-

el with those for other agglutinative languages, such as Hungarian and Turkish. 
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1 Introduction 

Morphological disambiguation is one of the main tasks of automatic natural language 

processing. Its results can be used to improve accuracy and quality of the methods 

used in such tasks as text classification and clustering, machine translation, and in-

formation retrieval.  

The complexity and peculiarities of morphological disambiguation vary for each 

particular language. For example, for English with its poor morphology and rigid 

word order in the sentence, the morphological disambiguation, as a rule, is reduced to 

the task of POS tagging and is based on rather simple methods. In Russian, morpho-

logical ambiguity is not so salient as in English, but, nevertheless, it is inherent. Free 

word order in Russian adds complexity to the task. In the Tatar language, as in other 

agglutinative languages of the Turkic group, morphemes are the most important 

meaningful language units that carry both semantic and syntactic information. With a 

theoretically unlimited number of morphemes attached to the stem, morphological 

ambiguity takes on various forms, which greatly complicates the disambiguation. 

Up to now, a basic paradigm of methods for disambiguation has been formed [1]. 

This includes the rule-based methods [2,3], machine learning methods based on the 

probabilistic models [4,5], and hybrid methods [6,7,8]. Developing the National cor-

pus of the Tatar language “Tugan tel” (http://tugantel.tatar/) and the socio-political 
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sub-corpus with manual morphological disambiguation made it possible to study this 

problem using statistical methods based on machine learning [3,8]. 

Analysis of open source codes developed for this task over the past few years has 

shown that one of the most effective tools is PurePos 2.0 [6] which implements a 

hybrid model based on hidden Markov models, as well as a neural network model 

based on recurrent neural networks with long short-term memory LSTM [5]. Hidden 

Markov model is a process model in which a process is considered a Markov process, 

and it is not known what state the system is in (its states are hidden), but each state 

can produce, with some probability, an event that can be observed. In other words, the 

Markov process with unknown parameters is studied, and the task is to recognize 

these unknown parameters basing on observables. The results of recognizing POS 

tags of Tatar words showed an accuracy of 97% [8]. 

Another approach that rather successfully solves the problem of morphological 

ambiguity is based on a recurrent neural network with a long short-term memory 

(LSTM) [9,10]. In [5], the results (see Table 1) of applying this approach to Turkish, 

Russian and Arabic are given.  

Table 1. Results of experiments using the LSTM neural network architecture for morphological 

disambiguation. 

Language 

 

Turkish  Russian  Arabic 
% from 
ambiguou
s words 

% from 
all 
tokens 

% from 
ambiguou
s words 

% from 
all 
tokens 

% from 
ambiguou
s words 

% from 
all 
tokens 

Without con-

text (baseline) 

88.65 95.45 64.97 88.58 72.22 78.06 

Local context 89.18 95.67 71.56 90.72 80.10 84.29 

Whole sen-

tence (surface 

form) 

91.03 96.41 69.49 90.05 86.45 88.95 

Left-to-Right 90.50 96.19 68.55 89.75 89.30 91.27 

CRF 90.24 96.09 72.78 91.13 - - 

The analysis of the used context size in [5] deserves a special attention. The authors 

compared different sizes and types of contexts and experimentally revealed the most 

appropriate type for each language. It turned out that for the Turkish language it is 

sufficient to construct vectors based on surface word forms without explicitly defining 

their morphological features, but using all the words in the sentence. Whereas for 

Russian, agreement in gender, number and case is important, which in turn requires 

not only surface word forms, but also their morphological features in the context. At 

the same time, optimization based on the conditional random field method (CRF) 

helps to achieve better results (disambiguation accuracy 91.13%). The situation is 

similar with the Arabic language, when surface word forms are not enough for full 

disambiguation. This can be explained by the fact that in Arabic the level of ambigui-

ty is higher than Turkish. If, for example, in Turkish, on average, there are 2.81 pars-
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ing options per word, and in Russian 5.81, then in Arabic there are 11.31. Therefore, 

for correct model training, a completely disambiguated tagged context is required. 

This article describes the results of applying the neural network model based on the 

LSTM architecture to morphological disambiguation in the National corpus of the 

Tatar language. 

2 The Tatar Language 

The Tatar language belongs to the Turkic group that forms a subfamily of Altaic lan-

guages. It is spoken in West-central Russia (in the Volga region) and in the southern 

parts of Siberia. The number of Tatars in Russia in 2010 was 5,31 million people [9]. 

In 2013, the existing language classifications [12, 13] described Tatar as an under-

resourced language. 

3 LSTM model for morphological disambiguation  

Model training requires tagged disambiguated texts. The method supposes that each 

parse of an ambiguous word and its context is juxtaposed with vectors. In the first 

case, the vector is based on its lemma and morphological features, and in the second 

case, on the surface forms of the surrounding words; in addition, the vector can be 

expanded by morphological features. Here, the context is not limited to several words 

of the immediate vicinity of words and can reach the size of the entire sentence. After 

that, on the basis of the resulting pair of vectors, the distribution of conditional proba-

bilities is constructed; from these the most probable parse is selected as the correct 

one. 

According to [5], the LSTM model is designed to build a vector representation of 

an ambiguous word (vectors are constructed on the basis of the lemma and morpho-

logical features of each of the alternatives, then they are united into R matrix and the 

surrounding context (indicated by h vector). After using the softmax function on the 

product of R matrix and h vector, the distribution of probabilities of each parsing 

option in this particular context is constructed, on the basis of which morphological 

ambiguity is resolved in favor of the most likely alternative: 

                         
        

3.1 Vector representation of the ambiguous word and its context 

Let us take an ambiguous word with the following morphological parsing: 

 

where , a lemma K symbols long of the i
th

 

parsing option; each        is the j
th

 tag (morphological feature) of the i
th

 parsing op-
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tion (which contains L of such tags). To construct the vector of the lemma, a bidirec-

tional LSTM is used on top of each symbol of the lemma; for the vector of morpho-

logical features, we use a bidirectional LSTM over the tags. First, the bidirectional 

LSTM creates    representation of the input vector  by computing 

the direct  and the inverse  sequence, and combines the two sequences using the 

Rectified Linear Unit (ReLU). 

  

 

 

where         is a LSTM function with input values x and y. 

Thus, the corresponding vector representations are constructed separately for the 

lemma and for the tag sequence (morphological features). Next, the resulting vectors 

are combined using the hyperbolic tangent: 

              
       

  

Next,   vectors are combined into R matrix, where each row belongs to a particular 

parse. 

 

 

Fig. 1. LSTM neural network architecture for obtaining a vector representation of the 

morphological parse. 

One of the methods for constructing the context vector described in [5] is to use only 

the surface forms of the surrounding words (without morphological features). For this, 

the bidirectional LSTM model is used over each xi word, constructing a separate vec-
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tor for each word. Then for the left context, the vectors are assembled from right to 

left, and for the right context – from left to right (see Fig. 2.). After that, the vectors 

are combined using the hyperbolic tangent: 

 

 

 

Next, in order to perform the morphological disambiguation, the distribution of alter-

native probabilities is constructed – for this, softmax function from the product of    

vector and R matrix is taken, and the most probable parse is selected as the correct 

one (according to the same formula as described in the previous section): 

                         
        

 

Fig. 2. Neural network architecture for obtaining a context vector. 

Sometimes, surface forms of the surrounding words in the context are not enough for 

morphological disambiguation. Apart from these, it is necessary that all ambiguities in 

the surrounding words are resolved, i.e. data on the lemma and on all morphological 

features corresponding to the given context are needed. In such cases, the remedy is 

sequential disambiguation, when information about the allowed option is transmitted 

further, and the next case of ambiguity is resolved on its basis (in [5], this approach is 

defined as Left-to-Right). 

In such cases, the LSTM model builds a vector based on the lemma and morpho-

logical features of the word from the context (if they are ambiguous, then the one in 

favor of which the disambiguation was made is selected) and thus    vector is calcu-

lated and then the disambiguation is performed: 

      A 
        

where   
  is a vector from   

, the parsing option selected at the previous disambigua-

tion stage. 

  
        (      

         

      ) 
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4 Data preparation 

At the initial stage of work, statistical data on the frequency of word forms with mul-

tivariate parses, presented in Table 2, were obtained from the text base of the National 

corpus of the Tatar language “Tugan tel” [3]. The morphological module implement-

ed on the basis of the HFST toolkit is used for the morphological tagging of the cor-

pus. [14]. 

Table 2. Distribution of morphological parsing options. 

Parsing options Number Share in the corpus 

Total number of word forms 

with multivariate parses 

5.650.820 25,75% 

2 parses 4.282.108 19,51% 

3 pares 1.045.392 4,76% 

4 parses 296.547 1,35% 

5 and more parses 26.773 0,12% 

Total in the sample 21.940.452 100% 

The total volume of the corpus at this stage was 21.940.452 tokens; the share of to-

kens with multivariate parses was 25.75%. 

At the same time, the maximum length of the word form presented in the corpus 

consists of the stem and twelve grammatical affixes. 

To carry out experiments with model training, it was necessary to have a morpho-

logically disambiguated corpus. The part of socio-political sub-corpus of the National 

corpus of the Tatar language “Tugan tel” was used as training data. The sub-corpus 

statistics are given in Table 3. 

Table 3. Statistics of the training and test samples on the socio-political corpus. 

 Training sample Test sample 

Number of contexts (sen-

tences) 

54.580 944 

Number of tokens (includ-

ing punctuation) 

600.480 11.655 

Number of multivariate 

parses 

125.480 (21%) 2.527 (21%) 

Number of unique word 

forms 

29.953 2.788 

Number of unique lemmas 7.117 1.226 
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Number of unique mor-

phological forms 

1.898 346 

Manual morphological disambiguation of the socio-political sub-corpus was carried 

out by experts using a Web-based toolkit for morphological disambiguation in the 

corpus of the Tatar language [15]. 

Manual morphological disambiguation was organized in several stages. 

At stage 1 selected texts from socio-political sub-corpus were automatically tagged 

using the morphological analyze. Then certain types of ambiguity were automatically 

disambiguated where possible, as well as redundant and incorrect parses were re-

moved. 

At stage 2 annotators performed manual disambiguation using web-toolkit for 

morphological disambiguation in dialog mode. They selected the right parsing option 

based on the context. 

At stage 3 main experts performed total manual review of the tagged texts disam-

biguated at stage 2. This double-checking helped us make sure that the tagging and 

disambiguation of the training data is correct. 

As a result, for our experiments 56.524 morphologically disambiguated sentences 

were prepared. 

5 Experiments and Evaluation 

As one can see from Table 2, the tagged data sample was divided into a training sam-

ple and a test sample. LSTM models were trained only using the training set, and the 

test sample was used just for testing. Based on approach described in [5], we consid-

ered each sentence to be a minibatch for training. The objective function used for 

training was the total cross-entropy loss between the selected parse and the correct 

parse for every token in the sentence. Stochastic gradient descent and backpropaga-

tion were used to adjust the parameters for our model. All LSTMs in our models were 

trained with a single hidden layer. We used a hidden dimension size of 100 for the 

tag, stem, and surface form LSTMs and 200 for the context and previous parse 

LSTMs. 

Tables 4, 5 provide an estimate of the accuracy of several indicators: lemma recog-

nition, morpheme sequence recognition and disambiguation. 

Table 4. Indicators of accuracy of recognition of lemmas and morpheme sequences. 

Indicators LSTM NN 

Lemma Recognition Accuracy 11299 / 11655 = 96.94% 

 

Morpheme Sequence Recognition Accu-

racy 

11127 / 11655 = 95.46% 

 

Table 5 shows how the algorithm processes the different types of ambiguity according 

to the number of parsing options. As expected, the best result is for words with only 
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two parsing options: 84.61%, when overall accuracy is 79.10%. In one hand, more 

variants increase complexity, in another hand, such words (see Table 2) do not have 

enough examples, so as a result, model lacks accuracy with them. 

Table 5. The number of morphological parsing options and accuracy of disambiguation. 

Number of options LSTM NN 

n=2 1545 / 1826 = 84.61 % 

n=3 268 / 424 = 63.21 % 

n=4 141 / 192 = 73.44 % 

n=5 7 / 9 = 77.78 % 

n=6 37 / 72 = 51.39 % 

n=7 0 / 2 = 0.00 % 

n=8 0 / 1 = 0.00 %  

Total 1999 / 2527 = 79.10% 

The results of LSTM are virtually close to those of other disambiguation methods. 

The main benefit of the proposed method is that the model can be trained taking into 

account the size and peculiarities of the context. So the highest accuracy rate of the 

morphological disambiguation in the corpus of the Tatar language was achieved with 

the construction of vectors taking into account all the words in the sentence as the 

surrounding context. In addition, the vector of the surrounding context was expanded 

using morphological features. 

6 Conclusions  

This paper presents the results of work on morphological disambiguation of the Tatar 

language using the neural network model based on the LSTM architecture. Given the 

limited set of corpus data for training, the results of experiments showed a fairly good 

level of accuracy for morphological disambiguation, 79.10%. We believe that the 

lower accuracy of the neural network model is primarily related to the amount of 

training data, since systems with neural networks are not sufficiently effective when 

training on a limited set of data. 

At the same time, the obtained results can be effectively used in creating a morpho-

logically disambiguated “golden” sub-corpus, significantly reducing the number of 

multivariate parses requiring manual morphological disambiguation. 
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