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ABSTRACT
Obtaining value from data through analysis often requires signifi-
cant prior effort on data preparation. Data preparation covers the
discovery, selection, integration and cleaning of existing data sets
into a form that is suitable for analysis. Data preparation, also
known as data wrangling or extract transform load, is reported
as taking 80% of the time of data scientists. How can this time
be reduced? Can it be reduced by automation? There have been
significant results on the automation of individual steps within
the data wrangling process, and there are now a few proposals for
end-to-end automation. This paper reviews the state-of-the-art,
and asks the following questions: Can we automate data prepara-
tion – what techniques are already available? Should we – what
data preparation activities seem likely to be able to be carried
out better by software than by human experts? Must we – what
data preparation challenges cannot realistically be carried out by
manual approaches?

1 INTRODUCTION
It is widely reported that data scientists are spending around 80%
of their time on data preparation1, 2. Likely data scientists can’t
realistically expect to spend 0% of their time on data preparation,
but 80% seems unnecessarily high. Why is this figure so high? It
isn’t because there are no products to support data preparation;
the data preparation tools market is reported to be worth $2.9B
and growing rapidly [24].

It seems likely that data preparation is expensive because it is
still in significant measure a programming task: data scientists ei-
ther write data wrangling programs directly (e.g., [19]), use visual
programming interfaces [18] to develop transformation scripts,
or write workflows [35] to combine data preparation operations.
This leads to a significant amount of work, as the activities facing
the data scientist are likely to include the following:

• Data discovery: the identification of potentially relevant
data sources, such as those that are similar to or join with
a given target.

• Data extraction: obtaining usable data sets from challeng-
ing and heterogeneous types of source, such as the deep
web.

• Data profiling: understanding the basic properties of in-
dividual data sets (such as keys) and the relationships
between data sets (such as inclusion dependencies).

• Format transformation: resolving inconsistencies in value
representations, for example for dates and names.

1https://www.nytimes.com/2014/08/18/technology/for-big-data-scientists-hurdle-
to-insights-is-janitor-work.html
2https://www.forbes.com/sites/gilpress/2016/03/23/data-preparation-most-time-
consuming-least-enjoyable-data-science-task-survey-says/#6d86d9256f63
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• Source selection: choosing the data sets that are actually
suitable for the problem at hand, in terms of relevance,
coverage and quality.

• Matching: identifyingwhich properties of different sources
may contain the same type of information.

• Mapping: the development of transformation programs
that combine or reorganize data sources to remove struc-
tural inconsistencies.

• Data repair: the removal of constraint violations, for ex-
ample between a zip code and a street name.

• Duplicate detection: the identification of duplicate entries
for the same real world object within individual data sets
or in the results of mappings.

• Data fusion: the selection of the data from identified du-
plicates for use in later steps of the process.

This is an intimidating collection of stages to approach manu-
ally. Quite a few of these are individually challenging, involving
tasks such as the authoring of mappings or format transforma-
tion rules, and the setting of thresholds and parameters (e.g.,
for matching and duplicate detection). Current data preparation
systems provide frameworks within which such tasks can be
carried out, but typically the data scientist or engineer remains
responsible for making many fine grained decisions.

Any data preparation solution in which the data scientist
retains fine grained control over each of the many steps that
may be involved in data preparation is likely to be expensive. As
a result, the hypothesis of this paper is that automation of these
steps, and indeed of complete data preparation processes, should
be a priority. This could be expressed in the following principle
for data preparation systems:

Data preparation systems should involve the de-
scription of what is required, and not the specifica-
tion of how it should be obtained.

To realise this principle in practice, all the steps described
above need to be automated, informed by the description of what
is required. Providing a description of what is required involves
the data scientist in understanding the problem to be solved, but
this is what the data scientist should be focusing on3.

In this setting, we assume that it would be desirable for a
system to take more responsibility for data preparation tasks
than is currently the case, if there can be confidence that the
system will perform as well as a human expert. As a result in this
paper, we explore three questions:

• Can we automate? There has been previous work on au-
tomating individual data preparation steps. Section 2 re-
views such work, and the information that is used to in-
form automation.

3We note that there are also likely to be further data preparation steps that are
more closely tied to the analysis to be undertaken [29]. Such steps are also both
important and potentially time consuming, and are likely to benefit from some level
of automation, but are beyond the scope of this paper.



Stage What is Automated What Evidence is Used Citation
Data discovery The search for unionable data sets A populated target table [26]
Data extraction The creation of extraction rules Training data, feedback [11]
Data profiling Annotations on dependencies, keys, ... The source data [27]
Format transformation The learning of transformations Training examples [15]
Source selection Identification of the sources matching user criteria Source criteria [2]
Matching Identification of related attributes Schema and instances [3]
Mapping The search for queries that can populate a target Source schema, target examples [28]
Data repair The correction of constraint violations Master data [13]
Duplicate detection Setting parameters, comparison functions Training data, feedback [25]
Data fusion Selection of values across sources Other data sources [12]

Table 1: Proposals for automating data preparation steps.

• Should we automate? There are likely data preparation
steps forwhich automation can be expected to out-perform
a human expert, and vice versa. Section 3 discusses which
steps seem most amenable to automation, and the situa-
tions in which human experts are likely to bemore difficult
to replace.

• Must we automate?There are likely settings inwhich either
the scale of the data preparation task or the resources
available preclude a labour intensive approach. Section 4
considers where automation may be an imperative, i.e.,
where a lack of automation means that an investigation
cannot be carried out.

2 CANWE?
What might an automated approach to data preparation look
like? In our principle for data preparation automation in Section
1, it is proposed that the user should provide a description of what
is required. This means that it can be assumed that the user is
familiar with the application in which data preparation is to take
place, and can provide information about it.

What sort of information may be required by an automated
system? Table 1 lists proposals for automating each of the data
preparation steps listed in Section 1, and for each of these steps
other proposals exist that either use different techniques to un-
derpin the automation or different evidence to inform the au-
tomation.

It cannot be assumed that the automation of data prepara-
tion can take place without some supplementary evidence to
inform the step. In Table 1, the What Evidence is Used column
outlines what data is used by each proposal to inform the deci-
sions it makes. In some cases, rather little supplementary data is
required. For example Data Profiling acts on source data directly,
and Matching builds on source data and metadata.

However, in general, automation stands to benefit from addi-
tional evidence. As an example, for Format Transformation, the
cited method infers format transformation programs from ex-
amples. For example, if we have the source names Robert Allen
Zimmerman and Farrokh Bulsara4, and the target names R. Zim-
merman and F. Bulsara, a format transformation program can
be synthesized for reformatting extended names into abbrevi-
ated names consisting of an initial, a dot, and the surname [15].
So, to save the data scientist from writing format transforma-
tion programs, instead the program is synthesized. This reduces
the programming burden, but still requires that examples are
provided, which may be difficult and time consuming. However,

4The birth names of Bob Dylan and Freddie Mercury, in case you are wondering.

there are also proposals for discovering the examples, for exam-
ple making use of web tables [1] or instance data (such as master
data) for a target representation [8].

An important feature of automated approaches is that they
can often generate (large numbers of) alternative proposals. For
example, a mapping generation process is likely to produce mul-
tiple candidate mappings, and a duplicate detection program can
likely generate alternative comparison rules and thresholds. As
a result, a popular approach is to generate a solution automati-
cally, and then request feedback on the results. This feedback can
then be used to refine individual steps within the automated data
preparation process (e.g., for mapping generation [5, 9, 34] or
for duplicate detection [14, 25]) or to influence the behaviour of
the complete data preparation pipeline (e.g., [22]). The provision
of feedback involves some effort from the user, but builds on
knowledge of the domain, and does not require the user to take
fine grained control over how data preparation is being carried
out.

Up to this point, the focus has been on automation of individ-
ual steps within the data preparation process; most results to date
have involved individual steps, but there are now a few more
end-to-end proposals. In Data Tamer [33]5, a learning-based ap-
proach is taken to instance-level data integration, in particular
focusing on aligning schemas through matching, and bringing
together the data about application concepts through duplicate
detection and data fusion. In Data Tamer, the approach is semi-
automatic, in that the automatically produced results of different
steps are reviewed by users, so the principal forms of evidence
deployed are feedback and training data. In VADA [21], all of
format transformation, source selection, matching, mapping and
data repair are informed by evidence in the form of the data
context [20], instance values that are aligned with a subset of the
target schema (e.g., master data or example values). Furthermore,
feedback on the automatically produced results can be used to
revisit several of the steps within the automated process [22].
These proposals both satisfy our principle that the user should
provide information about the domain of application, and not
about how to wrangle the data.

3 SHOULDWE?
In considering when or whether to automate data preparation
steps, it seems important to understand the consequences for
automation on the quality of the result, both for individual steps
and for complete data preparation processes. In enterprise data
integration, for example for populating data warehouses using

5Commercialised as Tamr: https://www.tamr.com/



ETL tools, the standard practice is for data engineers to craft
well understood ETL steps, and to work on these steps and their
dependencies until there is high confidence that the result is
of good quality. It is then expected that analyses over the data
warehouse will provide dependable results. This high-cost, high-
quality setting is both important and well established, and may
represent a class of application for which expert authoring of
ETL processes will continue to be appropriate. In such settings,
the warehouse is primarily populated using data from inside the
organisation, typically from a moderate number of stable and
well understood transactional databases, to support management
reporting. However, there are other important settings for data
preparation and analytics; for example, any analysis over a data
lake is likely faced with numerous, highly heterogeneous and
rapidly changing data sources, of variable quality and relevance,
for which a labour-intensive approach is less practical. How-
ever, such data lakes provide new opportunities, for example for
analysing external and internal data sets together [23]. In such a
setting, an important question is: what are the implications for
the quality of the result from the use of automated techniques?

It seems that there have been few studies on the effective-
ness of automated techniques in direct comparison with manual
approaches, but there are a few specific studies:

Format Transformation: Bartoli et al. [4] have developed
techniques for generating regular expressions from train-
ing examples, for extracting data such as URLs or dates
from documents. In a study comparing the technique with
human users, it was found that the generated regular ex-
pressions were broadly as effective (in terms of F-measure)
as themost experienced group of humans, while taking sig-
nificantly less time. There is also a usability study on semi-
automatic approaches for format transformation [16], in
which the system (Wrangler) suggests transformations
to users. In this study, the users made rather sparing use
of the system-generated transformations, and completion
times were similar with and without the suggested trans-
formations. This study at least calls into question the ef-
fectiveness of a semi-automated approach.

Mapping generation: Qian et al. [30] have developed a sys-
tem for generating schema mappings from example values
in the target schema. An experimental evaluation found
that mapping construction was substantially quicker when
based on examples, than when using a traditional mapping
development system, in which the user curates matches
and is provided with generated mappings to refine [7].
This study at least suggests that the provision of instance
data to inform automated data preparation may be a prac-
tical option.

Overall, the evidence on the quality of the results of automated
data preparation in direct comparison with manual approaches
seems to be quite hard to come by in the literature, and fur-
ther studies would be valuable. However, research papers on
automated techniques often report empirical evaluations of their
absolute performance and/or performance against a computa-
tional baseline, which provides evidence that such techniques
can provide respectable results. Furthermore, there are also em-
pirical evaluations of the impact of feedback on results; these
show significant variety. In some problems substantial improve-
ments are observed with modest amounts of feedback (e.g., [25])
and in some cases more substantial samples are required (e.g.,
[31]). The amount of feedback required for refining a solution

partly depends on the role it is playing, and it seems impor-
tant to the cost-effectiveness of feedback collection for the same
feedback to be used for more than one task [22]. We note that
some feedback-based proposals obtain feedback on the final data
product (e.g., [6, 9, 11, 34]), but that in some other proposals,
the feedback is more tightly coupled to a single step in the data
integration process (e.g., for entity resolution [25, 36]) or to the
specific method being used to generate a solution (e.g., for match-
ing [17] or mapping generation [10]).

Should automation be focused on individual steps or on the
end-to-end data preparation process? Likely this depends on the
task and environment at hand. Where data preparation involves
programming, data engineers have complete control over how
the data is manipulated, and thus bespoke processing and com-
plex transformations are possible. End-to-end automation will
not be able to provide the same levels of customization as are
available to programmers. As a result, there is certainly scope
for automating certain steps within an otherwise manual pro-
cess, although the potential cost savings, and synergies between
automated steps, will not be as substantial as with end-to-end
automation. Furthermore, we note that avoiding programming
is a common requirement in self-service data preparation [32].

4 MUST WE?
Are there circumstances in which the only option is to automate?
It seems that automation must be used if the alternative is to
leave the task undone; in such situations, a best-effort automated
approach creates opportunities for obtaining value from data
that would otherwise be missed. Here are two situations where
automation seems to be the only option:

• The task presents challenges that are punishing for manual
approaches. The big data movement is associated with the
production of ever larger numbers of data sources, from
which value can potentially be achieved by bringing the
data together in new ways. The Variety, Veracity and Veloc-
ity features of big data mitigate against the use of manual
data preparation processes, where specific cleaning and
integration steps may need to be developed for each new
format of data set. It seems likely that manually produced
data preparation tasks will always lag behind the avail-
able data. In particular, the growth of open data sets and
the development of data lakes present opportunities for
exploratory analyses that require flexible and rapid data
preparation, even if the results may not be as carefully
curated as a human expert could produce given sufficient
time.

• The resources are not available to enable a thorough, more
manual approach. The knowledge economy doesn’t only
consist of large enterprises; e.g., as noted in the UK govern-
ment’s Information Economy Strategy6, the overwhelming
majority of information economy businesses – 95% of the
120,000 enterprises in the sector – employ fewer than 10 peo-
ple. As a result, many small and medium sized enterprises
are active in data science, but cannot employ large teams
or have large budgets for data preparation. For example,
an e-Commerce start-up that seeks to compare its prices
with those of competitors, or a local house builder that is
trying to understand pricing trends in a region, may need
to carry out analyses over a collection of data sets, but
may not employ a team of data scientists.

6https://www.gov.uk/government/publications/information-economy-strategy



What about the individual steps within data preparation, from
Table 1? Are there cases in which an automated approach seems
the most likely to succeed? The following seem like cases where
it may be difficult to produce good results without automation:

• Matching: Identifying the relationships between the at-
tributes in n of sources involves n2 comparisons; even
manually curating the results of such automated compar-
isons is a significant task.

• Mapping: Exploring how data sets can be combined po-
tentially involves considering all permutations; again, any
manual exploration of how data sets can be combined for
large numbers of sources seems likely to miss potentially
useful solutions.

• Entity Resolution: Entity resolution strategies need to con-
figure significant numbers of parameters (typically in all
of blocking, pairwise comparison and clustering), as well
as defining a comparison function; this is a difficult, multi-
dimensional search space for a human to navigate.

These challenges at the level of individual steps are compounded
when considering a pipeline of operations; we have the experi-
ence that the best results come when parameter setting across
multiple steps is coordinated [25]. Again, manualmulti-component
tuning is likely to be difficult in practice.

5 CONCLUSIONS
This paper has discussed the hypothesis that data preparation
should be automated, with the many components being config-
ured for specific sets of sources on the basis of information about
the target. Three questions have been considered:

Can we? There are significant results on the automation
of individual steps, and several proposals for end-to-end
automation, where the steps are informed by data about
the intended outcome of the process, typically in the form
of training data or examples. For the future, further work
on each of the steps, for example to use different sorts of
evidence about the target, should increase the applicability
of automated methods. Early work on automating end-to-
end data preparation seems promising, but there is likely
much more to do.

Should we? A case can be made that automating many of
the steps should be able to produce results that are at least
as good as a human expert should manage, especially for
large applications. There is a need for more systematic
evaluation of automated techniques in comparison with
human experts, to identify when automation can already
be trusted to identify solutions that compete with those
of experts, and those in which the automated technique
or the evidence used can usefully be revisited.

Must we? There will be tasks that are out of reach for man-
ual approaches. These may not only be the large and chal-
lenging tasks; if your budget is x and the cost of man-
ual data preparation is 2x , then the task is out of reach.
As in many cases the available budget may be severely
constrained, there is likely to be a market for automated
techniques in small to medium sized organisations, where
at the moment more manual approaches are rather par-
tial (e.g. investigating only a small subset of the available
data). In addition, with the data lakes market predicted to
grow at a 28% compound annual growth rate to $28B by

20237, efficient techniques for exploratory analyses over
data lakes are likely to be in growing demand.
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