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ABSTRACT
As statistical methods for smart systems prevail, require-
ments related to explainability based on fairness, account-
ability, and transparency (FAT) become stronger. While end
users need to confirm the fairness of the output of smart
systems at a glance, society needs thorough explanations
based on FAT. In this paper, we offer a conceptual framework
for considering the explainability of smart systems in enter-
prises practically. A conceptual model that has two layers,
a core layer and interface layer, is provided, and we discuss
the ideal environment in which there exist explainable smart
systems that can meet the demands of both users and society.
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1 INTRODUCTION
Explainability for algorithmic systems has been needed since
the initial stage of research on intelligent systems [1]. This
is because those who use the analysis results obtained with
intelligent systems are human decision makers, and they
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Figure 1: FAT needed from end users and from society. End
user (upper) wants to know fairness, accountability, and
transparency at glance. Society (lower) needs to know that
all phases of data processing are FAT.

need to judge the validity of the results. For conventional
rule-based intelligent systems, it is not difficult to keep the
process of decision-making explainable. However, recent sta-
tistical methods for smart systems, such as machine learning
or especially deep learning, have difficulty with direct extrac-
tion of explanations that users or other human stakeholders
can accept [16]. Therefore, as machine learning becomes
popular, the social necessity for explainable smart systems
also becomes stronger.

This necessity for explainability for smart systems is cate-
gorized into two sides: the user side and social side (Figure 1).
From the social side, it can be pointed out that demand has
increased for explainability based on fairness, accountability,
and transparency (FAT). For example, in the current situation
of data regulation, it is mentioned that meaningful informa-
tion is needed related to decisions made with algorithmic
systems [27]. Such a necessity for explainability that exists
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on the basis of discussion on FAT because the entire process
of decision-making involving the use of support systems
needs to be explained to confirm FAT. From the user side,
the explainability of smart systems is necessary basically
because users should understand the results of systems used
for the decisions made around themselves or should operate
the systems and adjust the results as they like [23, 29].
Explainable smart systems in enterprises ideally need to

meet demands from both users and society at the same time
regarding the explainability described above. These demands
exist regardless of whether the enterprises are public orga-
nizations or private companies because, while private com-
panies have trade secrets or intellectual property to protect,
enterprises that are responsible for the needs of society also
have their own citizens or customers who are recipients of
their services. To meet the demands of both users and society,
enterprises have to overcome difficulties that occur because
of a trade-off between the two. When they try to meet the
social demand for explainability, complete accountability
and transparency are ideally needed. This means that the
complex process of decision-making has to be traceable, and
the reason for each decision has to be able to be elaborated
on when requested. This evokes the problem of informa-
tion overload from the user side because the processes of
decision-making in enterprises are multi-tiered, various, and
difficult for users to understand at first glance. Some research
on machine learning considering fairness takes how to avoid
information overload into account [12, 24, 31]. However, the
necessity of avoiding information overload limits the trans-
parency or traceability of decision-making processes.

In this paper, we offer a conceptual framework for consid-
ering the explainability of smart systems in enterprises. We
suggest considering systems in organizations as integrated
smart systems and splitting the discussion on the systems
in regard to two layers: a core layer and interface layer. The
core layer is the part that has functions for guaranteeing that
the FAT required by society is met. The interface layer is the
part for discussing how to filter information from the core
layer to make it understandable to users. We focus mainly
on the core layer because the interface layer is discussed
well in existing papers. Discussion on the core layer is de-
scribed not only from a technological perspective but from
an organizational one. Our contribution to the community
is that we clarify the differences in the necessity for explain-
ability from the perspective of users and of society, and we
suggest a conceptual framework of the explainability needed
in enterprises.

2 RELATEDWORK
There have been several discussions on the explainability
of smart systems in enterprises. As statical approaches for
data analysis are popularized, several articles summarize

statistical methods for industry from the perspective of ex-
plainability [7] or appropriate industrial domains to apply
statistical methods to [9]. Several papers discuss explain-
ability from the perspective of users [10, 11]. For example,
Chander et al. focus on how explanations extracted by ar-
tificial intelligence are accepted by different types of users
and discuss the appropriateness of the results from state-of-
the-art explanation methods for each type of users [10].In
these papers, a system is considered to be a single agent
that extracts explanations that were decided on by a single
department in charge. However, in reality, smart systems
have to be considered as the integrated systems because in-
sider the systems, there are some heterogeneous methods or
criteria for data processing.
Besides the explainability from the user side that is dis-

cussed in existing papers, there is a need for explainability
from the perspective of the social side because there are
several stakeholders, such as governments or public orga-
nizations, that require FAT for both public and private en-
terprises. While there is discussion on the transparency of
information in heterogeneous organizations in the field of
ethics [30], there are no concrete requirements for achiev-
ing FAT with explainable smart systems in enterprises. In
this paper, our focus is to make a conceptual framework
for breaking issues on explainable smart systems down into
concrete requirements for the environments in which the
systems exist.
As practical measures, there have been several techno-

logical approaches to FAT in the industry community. For
example, IBM launched new Trust and Transparency ca-
pabilities on their cloud service1. To keep AI systems fair,
their system provides functions that automatically detect and
produce alerts for biases in decisions made by the system.
The functions visualize the confidence scores of data recom-
mended to be added to the model used for the system. Related
to this kind of explanation in the meaning of visualization,
several companies, such as simMachines2, and Fujitsu [21]
have developed machine learning technologies for extracting
results in ways that are understandable to users. However,
these approaches focus only on how explanations of fairness
are intelligible to their users. While such approaches can
confirm the understandability of explanations, they cannot
cover all FAT issues. In this paper, by focusing on the social
side, explainability can be discussed on the basis of FAT. This
will help in developing new technologies that can be used to
thoroughly confirm explainability in our ideal environment
in which systems that are explainable from the perspective
of FAT exist, and we offer a list of ideal conditions.

1https://newsroom.ibm.com/2018-09-19-IBM-Takes-Major-Step-in-
Breaking-Open-the-Black-Box-of-AI
2https://simmachines.com/
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3 DETAILS OF EXPLAINABILITY
To develop our conceptual framework for discussing the
explainability of smart systems in enterprises, we need to
elaborate on the explainability required from users and from
society in terms of the necessity of FAT in smart systems.

FAT as a Reason for Explainability
Nowadays, requirements for the explainability of algorithmic
systems from domestic governments, academic communi-
ties3, or international organizations are based on discussion
about FAT [18]. As web services or decision support systems
with complex algorithms prevail, many people are making
decisions under the influence of algorithms without know-
ing it [14]. This problematic situation is pointed out within
the concepts named “algorithmic awareness” [2, 19], “filter
bubble” [26], or “social echo chamber” [20]. Discussions on
these have lead to requirements for displaying existence
of algorithms explicitly, clarifying the effects of algorithms
used for daily decisions, and making algorithmic systems
transparent.
The social necessity for explainability based on FAT is

especially seen in the context of data regulations explicitly.
There are requirements in the GDPR, a data regulation from
the EU taking effect globally, for algorithmic systems to
extract meaningful information related to decisions made
by the systems. The necessity for meaningful information
is mainly due to the necessity for users to obtain enough
information on algorithmic decision-making to have an ac-
tionable discrimination claim [27]. Thus, the necessity for
explainability to show fairness in smart systems results in
the necessity for accountability and transparency to confirm
fairness in the entire process of algorithmic decision-making.
Therefore, it is important to consider explainability from the
perspective of FAT.
To discuss the details of this kind of explainability, we

elaborate on fairness, accountability, and transparency as
the first step. We define fairness, accountability, and trans-
parency in our context in the following part as summarized
in Table 1.

Fairness. Fairness is a multifaceted concept that varies ac-
cording to the domain focused on. For example, in the field of
machine learning, there are two definitions of fairness: group
fairness and individual fairness [17, 32]. According to Zemel
et al., group fairness is considered as the concept meaning
that the proportion of members in a protected group receiv-
ing positive classification is identical to the proportion in
the population as a whole, and the definition of individual
fairness is that similar individuals should be treated simi-
larly [32]. Moreover, there are diverse ways of considering

3IEEE ethically aligned design https://ethicsinaction.ieee.org/

the definition of fairness outside of the machine learning
community [6]. The definition varies depending on what
kind of justice is considered [6], or, more simply, on who
should be protected, to what extent protected people should
be protected, and so on.

Therefore, the concept of fairness that we discuss here is
that there is no bias regarding the data of individuals that
are thought to be sensitive by stakeholders related to dis-
crimination in the results of analyses or decisions supported
with smart systems. This definition of fairness means that
the content of fairness itself changes flexibly depending on
stakeholders including customers, government, and other so-
cial groups, but fairness in one domain should be confirmed
among the stakeholders.

Accountability. In conventional discussions, accountability
is a concept that is achieved not only with algorithms but
by all parts of an enterprise [15]. The accountability of al-
gorithms should be considered together with that of groups
of people in enterprises. As a foundation for accountability
in the field of computer science, Nissenbaum stated that ac-
countability can be considered something related to moral
blameworthiness [25]. In brief, blameworthiness is defined as
the conditions that someone’s actions caused a harm and her
or his actions were faulty.In her article, while it is mentioned
that blameworthiness is not identical to accountability, ac-
countability is grasped by “the nature of an action and the
relationship of the agent (or several agents) to the action’s out-
come.” Moreover, Diakopoulos describes the demand toward
accountable algorithms as what exists simultaneously with
the demand toward accountability of the people behind the
algorithms [15].

Following these discussions, we consider the concept of ac-
countability as a concept that indicates situations in which an
organization possesses a structure that confirms the validity
of the output of each phase of data processing in decision-
making supported by smart systems, and, at the same time, of
the output of the entire process. For example, to confirm the
validity of the output of a process, there has to be identical
department responsible for the phase. The reason that the
responsibilities for each phase of data processing and the en-
tire process of it are described respectively is that confirming
the validity of each result from each phase of data processing
is different from confirming the validity of the results from
the entire process. For example, even if the outputs of each
phase are fair, the outputs of the entire process of analysis are
sometimes unfair because training data extracted from a pre-
vious phase of data processing that seem to be fair can cause
unfair result in a later phase [5]. Moreover, this definition of
accountability implies that there is one requirement for the
methods embedded in smart systems for which departments
have a responsibility, that is, that the methods should be
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Table 1: The Summary of Our Definition of Fairness, Accountability, and Transparency

Definition

Fairness
• There are no biases regarding sensitive features related to discrimination.
• Sensitive features are decided by stakeholders and, if needed, changed flexibly.

Accountability
•Methods employed in all phases of data processing can provide reasons for the outputs.
• The structure of an organization confirms responsibilities for each and entire data analysis results.

Transparency • Outsiders can trace the entire process of data analysis or algorithmic decision-making.

equipped with mechanisms that can provide reasons for the
outputs for those who have responsibility.

Transparency. The concept of transparency is considered
both in the field of computer science and in that of ethics. In
the former, transparency means to show the internal func-
tions of a system. For example, in the field of recommender
systems or of data analysis, when a system explains the
reason results were extracted, the system becomes more
transparent [13, 22, 28]. In the latter, transparency is consid-
ered to be a macro concept that focuses on the entire process
of operation related to data in organizations. The concept
covers what occurs among people, data, or algorithmic sys-
tems, including practices, norms, and other factors [3, 4] or
all phases of data processing [30]. It is useful to introduce
transparency as a concept for clarifying the details of data
processing to develop smart systems in enterprises.

According to the discussions above, we define the concept
of transparency in the context of smart systems in enter-
prises to mean that the entirety of data processing can be
traced by outsiders if needed. Of course, there are difficul-
ties in achieving thorough transparency because there are
matters of privacy, trade secrets, or other sensitive factors.
However, whether full information is really disclosed or not,
it is necessary to confirm that it is possible for third parties
to trace the detailed process of algorithmic decision-making.
Additionally, the definition is consistent with transparency
considered in the field of computer science in that traceabil-
ity of data processing is achieved by expressing the results
of processing in interpretable ways.

Two Types of Explainability
Explainability based on FAT that is needed as per the dis-
cussions above should ideally always be provided to users
both in and outside of an enterprise. However, realistically
speaking, this is difficult because of the complex structure of
the data analysis process. Therefore, the necessity for expla-
nation from the end users’ perspective should be separated
from that of society (Figure 2).

☑FAT 
☑FAT ☑FAT ☑FAT 

☑FAT 
VS

Smart System 

Figure 2: Enduser and society need different types of FAT for
same system. There is trade-off between those two needs.

Needs from End Users. The explainability needed from the
user side has been considered in research on how users rec-
ognize, understand, or learn about explanations from smart
systems [23, 29]. Additionally, several pieces of existing re-
search on machine learning focus on how easily end users
read the results of analyses [24, 31]. We name the need to
be able to read results as assumed in the field of computer
science “readability.”
It is difficult to confirm explainability for accountability

and transparency when there has to be readability as well.
This is because, while fairness can be guaranteed in each
single process of analysis, accountability and transparency
need to be considered among multiple processes or depart-
ments, which is hard for end users to understand at first
glance. Therefore, when explainability based on readability
for users is discussed, entire FAT can not be guaranteed.

Needs from Society. The social need for FAT in enterprises
has become stronger as data driven analysis technologies be-
come more popular. Current regulations [18, 27] and visions4
mention the importance or necessity of FAT in algorithmic
systems. Additionally, there are also important concepts such
as filter bubble or algorithm awareness [2, 19, 26]. Among

4Ibid.
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Figure 3: Two layers of smart system: core layer and inter-
face layer. Core layer is to meet social demands, and inter-
face layer is for meeting users’ demands. Interface layer fil-
ters information from core layer not only for end users but
for users inside enterprises. Core layer has potential ability
to show the full information on data processing to society.

these discussions, both public and private enterprises are usu-
ally faced with a demand for thorough confirmation of FAT.
We use the word “thorough” in the sense that confirmation
is not limited because of readability. Of course, protecting
privacy or trade secrets has to be considered, but the social
requirements for FAT are that enterprises be fair, accountable,
and transparent as long as possible.

4 CONCEPTUAL FRAMEWORK
According to the discussions above, the functions formeeting
demands from individual users and those from society are
different and should be discussed separately. However, this
is difficult because these two types of demands are easily
jumbled, for they have to be considered as requirements for
the same system in an enterprise. Existing research has not
suggested frameworks for discussing explainability based on
FAT separately for the purpose of meeting these two different
demands. Therefore, we need to visualize a framework for
considering these separate discussions first.

Core Layer and Interface Layer
We suggest that the structure of a smart system be consid-
ered in two separate parts: a core layer and interface layer.
We show the structure of the two layers in Figure 3. Simply
speaking, the interface layer is set to meet demands from end

users, and the core layer is for meeting those from society.
The interface layer covers FAT aware technologies that take
readability into consideration [24] and discussions on what
kind of information should be displayed to end users [10].
The core layer covers discussions on confirming FAT for the
entire structure of an enterprise [30] and technologies that
focus on making results fair without considering readability.
Technologies for showing the potential results of analyses or
decision-making, such as technologies related to data struc-
ture, can be helpful for considering FAT for the core layer
[8]. Compared with the technologies discussed for the core
layer, technologies for the interface layer can be interpreted
as technologies that play the role of filtering information
from the core layer and showing readable results to users.
Discussions related to the core layer include the structural
issues of enterprises. However, there are few studies in the
field of computer science on which environments explain-
able smart systems can exist with respect to FAT. Therefore,
the ideal conditions under which explainable smart systems
can exist have to be discussed.

Explainability and FAT in Smart Systems
As a first step toward thinking of the ideal environment in
which FAT-aware explainable smart systems exist in enter-
prises, we offer a fivefold list (Table 2) based on our definition
of FAT described in the previous section. In the list, there
are technological factors and structural ones for composing
such an environment. We use the word “structural” to mean
what is related to the organizational structure of enterprises.
While the list in Table 2 is an example of the requirements
for an environment in which there are explainable smart
systems, it is helpful when taking different definitions of
FAT in account.

Detecting discriminative features. To guarantee the fairness
of results, smart systems should detect features related to dis-
criminative outputs. According to our definition of fairness,
results from FAT-aware explainable smart systems must not
extract outputs that have biases regarding sensitive features.
Therefore, technologies for detecting sensitive factors need
to be implemented in the systems. Moreover, not only sensi-
tive factors such as gender or nationality but features that
are correlated with the features (i.e. one’s present address)
should ideally be detected. Some conventional works in the
field of machine learning approach this problem [32].

Adjustability of factors in the model. After detecting the fea-
tures related to unfair outputs, users should be able to adjust,
that is, delete or add features. This is because of our definition
of fairness, that is, that sensitive features related to discrim-
ination are decided by stakeholders and change flexibly in
accordance with the context. In technological manners, this
means that users including decision makers can change what



IUI Workshops’19, March 20, 2019, Los Angeles, USA Y. Nakao et al.

Table 2: The Summary of Requirements of FAT for Smart Systems

type of factor requirements F A T

technological 1. Detection of discriminative features ✓ - -
technological 2. Adjustability of features in the model ✓ (✓) (✓)
technological 3. Interpretability of all models used in a system - ✓ ✓

structural 4. Departments in charge of each process - ✓ ✓

structural 5. Departments in charge of entire process - ✓ -

features should be included or excluded in terms of fairness.
This function of smart systems helps people in enterprises
account for their decisions in consideration of fairness. This
means the function helps to keep the environment account-
able and, moreover, transparent indirectly.

Interpretability in all models used in system. All models in
smart systems need to be interpretable to confirm the ac-
countability and transparency of the systems. According to
our definition of accountability, details on the mechanisms of
methods in explainable smart systems have to be composed
in the way that the method can provide results for its output.
Therefore, the outputs of the technologies in systems includ-
ing statistical methods have to be able to be interpreted by
human decision makers. This condition would be helpful for
confirming transparency because, in order for outsiders to
trace the process of data analysis, it is necessary that the
output of each phase of analyses be shown in a form that
outsiders can understand.

Departments in charge of each process. There have to be de-
partments that are responsible for each phase of data process-
ing in enterprises to confirm accountability and transparency.
This requirement is not related to technology but to the struc-
ture of an enterprise. While this condition corresponds to
a part of our definition of accountability, what is important
is that this requirement is useful when considering it with
respect to transparency. When outsiders trace the phases of
data processing, they have to ask for the release of detailed
information in some way or other. For this request to be
effective, each public or private organization has to have an
individual department or group of people responsible for
each phase of data processing internally. This kind of re-
quirement for enterprises shows that departments in charge
of each process are needed in terms of transparency.

Departments in charge of the entire process. To guarantee
accountability, the ideal environment has to have a depart-
ment, a group of people, or an individual that is responsible
for the final output of a system. This requirement is based
on our definition of accountability that the structure of an

enterprise in which an explainable smart system exists has
to have a function for confirming the validity or rationality
of the final results of decision-making. Precisely speaking,
making a process for decision-making transparent does not
directly mean confirming accountability [4]. Therefore, de-
partments that are responsible for the final results of data
processing must guarantee accountability.

5 CONCLUSION AND FUTUREWORK
We discussed requirements related to explainability based
on FAT from two sides, the user side and the social side.
Describing these two sides and giving detailed definitions
on fairness, accountability, and transparency, we clarified
the differences and trade-offs between the two sides. After
this, we suggested a conceptual framework that splits the
structure of smart systems in enterprises into two layers: a
core layer and interface layer. On the basis of this framework,
we focused on the core layer and set the ideal environment
in which explainable smart systems based on FAT exist with
a fivefold table. We suggested a first step toward considering
the environment including not only the systems themselves
but also the structure of the organization of enterprises. As
future work, technologies or the principles for meeting both
social and user demands will be built on the basis of our
framework.
In this paper, we proposed an abstract conceptual frame-

work to recognize the situation around the discussion of
FAT from two perspectives. To show the usefulness of our
framework, it is preferred that there are case studies, such
as analysis of specific FAT-aware technology or of structure
of enterprises. With the case studies, there can be chances
to obtain the guidance to implementation in technological
manners and methods of organizational analysis of various
enterprises with our framework.
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