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Abstract— A new set of features is introduced for characteri-
zation of impulsive events in video clips from the audio signal.
The discriminative power of these features to detect and isolate
racket hits in tennis video clip is discussed.

Index Terms— cepstral features, sequential classification

I. I NTRODUCTION

In digital video analysis it is now apparent that audio cues
extracted from a video, along with the visual cues, can provide
relevant information for semantic understanding of the content.
In [5] for example, audio and visual features are combined
within an HMM framework for parsing tennis video. Audio-
visual cooperation is ensured through multi-modal conditional
density estimation in [1]. Mel-cepstral coefficients are used
in [4] to identify specific sounds in a baseball game video-
clip in order to detect commercials, speech or music using the
maximum entropy method.
In many application domains it is possible to identify some
critically informative elementary short-terms event. However,
even though visual attributes can be as informative as audio
attributes for characterizing short-terms event, audio data are
more convenient to handle in terms of computation load.
Among short term events impulsive waveforms can be pe-
culiarly informative. For instance accurate percussive sound
detection can help with beat analysis. Racket hits are particu-
larly informative events for the understanding a tennis game.
From the detection and characterisation of racket hits, it is
possible to extract information such as the score, player fitness
and skills, or the strategy.
We have proposed in [3] a semi-supervised sequential scheme
for detecting events from the audio stream of a video sequence
using the Generalized CUSUM procedure. Following this de-
tection step, a system for event identification can be triggered
when an event is detected.

II. CEPSTRAL FEATURES EXTRACTION

We focus here on the identification of impulsive waveforms
from the audio content after detection. We propose a new
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set of features based on cepstral analysis of the recorded
events. Denote byc = [c1, c2, . . . , cN ]T the vector of cepstral
coefficients of the event e [2]:

c = |FT−1{log(|FT{e}|)}| , (1)

where FT{.} is the discrete Fourier transform. Assume there
exists a vectora(p) = [a0, a1, . . . , ap]

T such that

c = Q(p)a(p) + ν(p) , (2)

whereQ(p) is aN×(p+1) matrix with elementgj−1(qi−1) on
the ith row andjth column, wheregj can be any conveniently
chosen polynomial of orderj andqi the ith quefrency index,
and ν(p) is an N × 1 vector of random perturbations. The
mean-square error estimatêa(p) of the vector of regression
coefficientsa(p) is:

â(p) = R−1
(p)Q

T
(p)c , (3)

with R(p) = QT
(p)Q(p). The Cepstral Regression Coefficients

(CRC) â(p) are descriptors of the cepstrum content of the
detected events.
In unsupervised sequential classification and learning the
amount of available data is often limited and small. Low
dimensional feature spaces must be considered in order to
cope with the curse of dimensionality. In such a situation the
CRC’s allow for the encoding of the whole information carried
by the cepstrum in a small number of coefficients. Moreover
the inversion of the(p+1)×(p+1) matrix R(p) in (3) can be
performed recursively by using a block matrix decomposition
and the Schur complement ofR(p−1). The dimensionality of
the feature space can thus be adaptively updated to match the
size of the dataset. The recursive computation of the regression
coefficients makes these features particularly appealing for the
implementation of a sequential classification system.

III. E XPERIMENTAL VALIDATION

A classification experiment was carried on excerpts of tennis
video clip to evaluate the capability of the proposed features to
discriminate impulsive waveforms. The impulsive waveform
(target class of the classification experiment) are the racket
hits. A Biased Discriminant Analysis [6] was performed within
a supervised learning framework. The experiment has been
carried on the second and third game of the Australian Open
final tennis game of2003. The training set contains203 events
that were detected by the CUSUM test including20 actual
racket hits. The test data contains479 events that were detected



by the CUSUM test including61 racket hits.
On Fig. 1 are displayed the ROC curves of the classifier based

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

False alarm probability

D
e

te
ct

io
n

 p
ro

b
a

b
ili

ty

(a) First Cepstral Coefficients (liftering)
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(b) Cepstral Regression Coefficients
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(c) Spectral Regression Coefficients

Fig. 1. ROC curve of the Biased Discriminant Analysis for order 2 (dash-
dotted line) and order6 (plain line) of the (a) first cepstral coefficients,
(b) cepstral polynomial regression coefficients, and (c) spectral polynomial
regression coefficients . The grey lines correspond to the analysis of the
training data. The black lines correspond to the analysis ofthe test data.

on the First Cepstral Coefficients (FCC), CRC’s, and Spectral
Regression Coefficients (SRC) of the extracted events. The
3-dimension CRC vector outperforms the FCC’s whether the
training set or the test set is classified. The 3 FCC’s fail to
encode enough information about the event.
The test set classification performances of the CRC’s and
SRC’s are equivalent although the CRC’s outperforms the
SRC’s when applied on the training set.
The 7-dimension FCC’s performs better than the3-dimension
FCC’s when applied to the training set although the perfor-

mances on the test set are similar whatever the feature space
dimension. When applied to the training set, the7-dimension
FCC vector behaves as the CRC’s and outperforms the SRC’s.
However the performances of the FCC’s dramatically deterio-
rate when applied to the test set. This shows that a classifier
based on the FCC’s is spoiled by an over-fitting phenomenon.
If modelling the waveform as the convolution of a source
waveform and a filter impulse response, FCC’s encode infor-
mation about the filter while high quefrency coefficients are
characteristic of the source [2]. In the experiment the impulse
response of the filter depends on the acoustic characteristics of
the hall and on the electronic recording device. It is a common
to all the extracted events. Thus the filter characteristicscan
not provide relevant information for discriminating the various
events.
The CRC of order6 exhibits a better ability to characterise and
discriminate the racket hits than the CRC of order2 except
at high false alarm probability. This shows that the CRC of
order6 tends to perform an over-fitting of the training set. As
a consequence, outliers racket hits are more often taken into
account in the model. In this case, the outliers are two lifted
shots. The high probability of detection obtained, even though
the characteristic of the class has evolved from the second to
the third game, shows that the CRC features are relevant to
encode the cepstrum content of a racket hit in a non-stationary
context.

IV. CONCLUSION

The CRC’s perform better than the standard FCC’s in
a low-dimension feature space but the discrepancy between
performances of the two feature vectors decreases when the
dimension increases. One can conclude that the CRC’s seem
more appropriate for classification of impulsive waveform
when dealing with a small data set. In a higher dimension
feature space performances are equivalent but feature vector
computed from the polynomial regression (CRC’s and SRC’s)
tends to provide less over-fitting than the standard FCC’s.
The high discriminating power in a small dimensional feature
space and the recursive computation of the features allows for
their integration in a sequential and adaptive learning system.
Work is currently being carried to show how the proposed
features could improve the retrieval results obtained herein a
static supervised learning context.
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