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Abstract. This paper presents our research approach which uses and integrates
the terminologies and inference mechanism towards the development of func-
tionally correct systems for smart spaces, considering the recent advances in
the area of ontology-based modelling, agent-based technology, formal verifica-
tion using model checking, and Android application development techniques.
The overall goal is to arrive at a point where it is possible to achieve computer-
supported knowledge exchange between technical/non-technical stakeholders in
a distributed fashion for informed decision-making, for example, in eHealth sys-
tems.
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1 Introduction

In the health care domain, semantic interoperability plays an important role, especially
when the action and/or decision making process requires sharing of information be-
tween the participant entities in smart spaces. In such an environment, a good knowl-
edge representation technique helps to coordinate and interact between the agents.
Knowledge representation is a method by which a knowledge engineer can model
the facts and relationships of the domain knowledge, and it is of major importance
in knowledge-based systems. The overall aim of this method is to design computer sys-
tems that reason about human-understandable and machine-interpretable representation
of real-world domains [1]. A knowledge-based system creates a computational model of
a given domain of interest using knowledge representation techniques to support human
decision making and solving various problems. It is often designed for a certain type of
knowledge representation based on inference rules. In the literature, several languages
have been proposed for knowledge representation, each with syntax and semantics de-
signed for a particular application [1, 2, 3]. However, there does not exist any single gen-
eral formalism suitable to represent knowledge for all purposes [4]. Although the exist-
ing formalisms vary in their approach, they mostly share a common goal that describes
the concepts and their relationships. Amongst others, the ontology-based approach is
one of the most popular approaches used in the field of knowledge-representation and
reasoning [5]. It has been realised that ontologies have become important tools in devel-
oping knowledge-based systems which provide a formal conceptual and computational
model of a particular domain of interest, specifically in biomedicine, health care and
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biomedical research [6, 7]. This paper provides an overview of our research focussing
on ontology-based knowledge representation and its use in resource-bounded multi-
agent reasoning systems. The basic idea is to formalise and capture the agreed domain
knowledge, describe the shared environment, define shared vocabulary for facilitating
knowledge communication between the agents, to reason and process the shared in-
formation, and eventually provide a solution to informed decision-making in eHealth
systems.

The rest of the paper is structured as follows. In Section 2, we briefly review back-
ground concepts. In Section 3, we discuss rationale for using multi-agent architecture
and ontologies. In Section 4, we present our system development framework, and con-
clude in Section 5.

2 Background Concepts

This section presents some background on ontologies within computing, and ontology-
driven multi-agent reasoning framework.

2.1 Ontologies and Description Logic

The mostly cited definition of an ontology is: “an ontology is a formal explicit speci-
fication of a shared conceptualization” [5]. In the context of multi-agent systems, this
explicit specification could be interpreted as a common conceptualisation for knowl-
edge sharing among distributed agents, which prevents ambiguity when interpreting
messages from agents. Ontologies have been used widely to address the semantic inter-
operability and information sharing in distributed computing systems [5, 8, 9]. In the
Semantic Web community various ontology representation language profiles are widely
used for different purposes [10], and various tools exist to create and manage ontolo-
gies, including the Protégé ontology editor and knowledge acquisition system [11]. The
Web Ontology Language (OWL) [10] is the recommended standard ontology language
for the Semantic Web, and its different versions and profiles are build upon RDF and
RDF schema (RDFS) to address the limitations of RDF and RDFS [12]. OWL ax-
ioms are formed by combining vocabulary entities using language constructors for ax-
ioms and other expressions, entity types are Individual (individual object), Class (sets
of objects), and Property (binary relationships between objects). OWL has three sub-
languages OWL Lite, OWL DL and OWL Full, and the tradeoff is between express-
ibility and reasoning efficiency. The W3C declared two different standardizations for
OWL, namely OWL 1 and OWL 2. Both OWL 1 and OWL 2 are based on description
logic, a decidable fragment of first order logic. OWL 2 has three sub-languages known
as profiles, namely, OWL 2 EL, OWL 2 QL, and OWL 2 RL; each of them is use-
ful in different application scenarios. The expressive power of OWL is strictly limited
to certain tree structure-like axioms. For instance, a simple rule: hasStructuredTestRe-
sult(?p,?r), indicatesDisease(?r,?d) → suffersFrom(?p,?d) can not be modelled using
OWL axioms [13]. This rule involves the properties hasStructuredTestResult, indicates-
Disease, and suffersFrom, and the rule specifies the combination of the first two proper-
ties implies the third one. Function-free Horn clause rules can remove such restrictions
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while being decidable but they are restricted to universal quantification and no negation.
A combination of OWL 2 with rules offers a more expressive formalism for building
Semantic Web applications [14]. Several proposals have been made to combine rules
with ontologies. We use one of them, the SWRL that extends OWL 2 by adding new
axioms, namely Horn clause rules. In our work, we use the OWL 2 RL and SWRL [15]
languages for defining ontologies and rules. An OWL 2 RL ontology can be translated
into a set of rules and it is suitable for the design and development of rule-based rea-
soning systems [14].

2.2 Ontology-design

In the literature various approaches exist in designing ontologies for a domain of in-
terest [16, 17]. In the bottom-up approach, ontology for smaller parts are constructed
first, then using high-level abstract classes the desired ontology is developed. In this
approach, ontology development starts with the leaves of the hierarchy that defines the
most specific classes first, and subsequently groups these classes into more general con-
cepts. For example, we can start by defining classes for Nurse and Doctor, then create
a common superclass for these two classes as Formal in turn is a subclass of CareGiver
and so on. In contrast to the bottom-up approach, a top-down approach designs the
upper classes first and then develops the small parts of the hierarchy.

Fig. 1: An ontology class hierarchy and object taxonomy

While developing ontologies for a given domain, e.g., healthcare domain, we start
with the requirement analysis phase where concepts, attributes, relationships and ax-
ioms are identified. Since health care is a complex domain and it is always hard to
design it as a single ontology, we can create ontologies considering multiple and/or hy-
brid approaches [9]. After finding appropriate concepts, taxonomy formation is applied
to provide a structure for the ontology for human understanding and the integration



4 A. Rakib

of other ontologies. Appropriate relationships then indicate the interaction among the
concepts in the domain. Fig. 1 depicts a simple ontology class hierarchy and object
taxonomy.

2.3 Ontology-Driven Multi-Agent System

In artificial intelligence (AI), various definitions exist for software agent [18, 19].
Wooldridge and Jennings [18] define—an agent as a piece of software that requires
to be reactive, pro-active, and that is capable of autonomous action in its environment
to meet its design objectives. The term autonomous means that an agent encapsulates
its behaviour and internal state. That is an agent itself has high degree of control over
its own actions and behaviour. The set of actions which are available to be performed
by an agent are called a behaviour. When a system is composed of multiple interact-
ing agents it is called a multi-agent system (MAS). In an MAS, agents are typically
communicate via message passing and co-operate with other agents in order to achieve
common goals. In our research, we address software reasoning agents which are capa-
ble of reasoning about their behaviour and interactions. That is our agents are primarily
viewed as doing some kind of inference over a knowledge base (KB), e.g., using for-
ward chaining rules (an agent starts with the initial facts and derives new facts whenever
a rule matches with the current working memory facts). We model a multi-agent system
consisting of nAg (≥ 1) individual agents Ag = {1, 2, . . . , nAg}. Each agent i ∈ Ag

has a program, consisting of Horn clause rules of the form P1, P2, . . . , Pn → P (de-
rived from OWL 2 RL and SWRL), and a working memory, which contains ground
atomic facts representing the initial state of the system. In our model, agents share a
common ontology (or multiple ontologies) and communication mechanism. To model
communication between agents, we assume that agents have two special communica-
tion primitives Ask(i, j, P ) and Tell(i, j, P ) in their language, where i and j are agents
and P is a concept/role not containing an Ask or a Tell. Ask(i, j, P ) means ‘i asks j
whether P is the case’ and Tell(i, j, P ) means ‘i tells j that P ’ (i 6= j). Note that
OWL 2 is limited to unary and binary predicates and it is function-free. Therefore, in
the Protégé editor all the arguments of Ask and Tell are represented using constant
symbols. Using a Protégé plugin [20] we can extract Horn-clause rules from ontologies.
The extracted rules are then used to design our rule-based agents.

3 Rationale for using Multi-Agent Architecture and Ontologies

In many circumstances building centralized systems are quite impractical or undesirable
such as ubiquitous systems, where MAS technology appears to be a primary choice
in producing distributed information systems. The aim of such systems is modular-
ity, scalability, flexibility, robustness and distributed computing. In particular, MAS
architecture could logically be divided in standalone agents offering certain services,
capable of interacting with other agents. In the MAS community, there exists a con-
siderable body of literature on modelling multi-agent systems [18, 21]. However, all
these works are based on the classical approach of knowledge representation, they do
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not model resources such as time, space and communication restrictions on the agents
ability to derive consequences of its beliefs. In contrast, our approach uses syntactic
belief to avoid logical omniscience problem [22]. This is because the reasoning pro-
cess of an agent requires resources in terms of time, space and perhaps communication
in any implemented agent system. The use of ontology-driven rules provides a more
natural way to think about and model real world rules. In addition, existing tools, in-
cluding Protégé, support the design of OWL 2 RL and SWRL based ontologies, making
it easier to model rule-based agents using semantic rules. Furthermore, the communi-
cation between distributed agents requires a common understanding of the exchanged
knowledge. Ontologies play a crucial role for domain knowledge modelling, interaction
specifications, and agent’s behavioural aspect representation.

4 System Development Framework

In our system development framework, we apply the semantic web technologies namely
OWL 2 RL and SWRL to design our agents. Fig. 2 shows our overall system develop-
ment steps. The first task involves identifying the application domain and its boundaries
for representation. Among others, Gruninger and Fox [23] have discussed a methodol-
ogy for the design and evaluation of ontologies using the competency questions for
extracting ontological concepts and axioms. For example, suppose we want to describe
a domain named smart clinic (patient centric); we need to consider important parts in-
cluding for example, possible locations, furniture equipment, technical equipment, and
physical devices with which people can interact. By observing the scenario, some ques-
tions can be raised into the system designer’s mind, for example, who are the actors?,
what role(s) does an actor or a group of actors play in the clinic?, how many rooms
are there in the clinic?, what is the location of blood test unit?, which devices are lo-
cated at what places and how they interact with each other?, and so on. Based on these
kind of questions we can identify the major concepts that can be used in building the
ontology. Moreover, various existing ontologies can also be used while building the on-
tologies, for example, in healthcare domain a set of standard terms could be obtained
from SNOMED-CT [24]. We also need to design SWRL rules where actionable knowl-
edge is required as well as conditions which cannot be expressed as OWL axioms.

In order to design our ontology-driven rule-based agents, first we use the DLP
framework [14] to translate the ontologies to a set of Horn clause rules [20]. In our
framework agents are resource-bounded in terms of time, space, and communica-
tion [22]. A rule-based agent consists of a set of rules and working memory facts, it
can update its working memory by performing one of the three possible actions:

Rule firing: firing a matching rule instance in the current state (possibly overwriting a
fact from the previous state);

Comm: if agent i has an Ask(i, j, P ) (or a Tell(i, j, P )) in its current state, then agent
j can copy it to its next state (possibly overwriting a fact from the previous state);
and

Idle: which leaves its state unchanged.
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Fig. 2: System Development Steps

That is, each transition (result of an action) corresponds to a single execution step
and takes an agent from one state to another. Once the translated rules are assigned to
the agents and the system is designed as composed of multiple interacting agents, it can
be encoded and verified using Model checking technique [22]. The verified design can
then be implemented using Android application development techniques [25]. We chose
the Google Android SDK to implement resource-bounded context-aware applications
because the Google Android has the major user base. However, this choice does not
restrict the research objective to Android only, and in the future we aim to develop a
context-aware implementation framework that can be used to run application programs
on multiple platforms seamlessly.

5 Conclusion and Future Work

In this paper, we discussed an ontology-driven approach towards the development of
functionally correct systems for smart spaces. In our research work, ontology is used
as a formal declarative knowledge-representation technique to specify the application
domain of multi-agent systems. The advantages of using ontologies for representation
include standardization of terms, knowledge sharing, support for automated reasoning,
and to maintain consistency within a heterogeneous environment. From our experience,
we would like to emphasize that OWL 2 RL augmented with SWRL is an excellent
combination for the domain modelling and reasoning in complex systems using rule-
based technique. The research on smart space systems, specifically on decision support
still in its early stages, many challenges still remain in this area. For example, many
real-world systems are inherently probabilistic. In the future, we would like to explore
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formal verification technique for modelling and analysis of systems for smart spaces
with probabilistic behaviour.
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