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Abstract

A machine learning approach to the creation of visual summaries for
narrative text is presented. Standard natural language processing tools
for named entities recognition are used together with a clustering al-
gorithm to detect the characters of the novel and their aliases. The
most relevant ones and their relations are evaluated on the basis of
a simple statistical analysis. These characters are visually depicted
as nodes of an undirected graph whose edges describe relations with
other characters. Specialized sentiment analysis techniques based on
sentence embedding decide the colours of characters/nodes and their
relations/edges. Additional information about the characters (e.g., gen-
der) and their relations (e.g., siblings or partnerships) are returned by
binary classifiers and visually depicted in the graph. For those spe-
cialized tasks, small amounts of manually annotated data are sufficient
to achieve good accuracy. Compared to analogous tools, the machine
learning approach we present allows for a richer representation of texts
of this kind. A case study to demonstrate this approach for a series of
books is also reported.

1 Introduction

The analysis and interpretation of potentially long and complex literary texts with the goal of extracting readable
and concise information is a challenging task even for trained human experts. Developing AI systems able to
support (or even replace) humans in such activities is therefore an exciting challenge for research in natural
language processing. In fact the analysis of literary texts involves various complex steps such as the identification
of the main characters and relations, and the corresponding typification (e.g., gender, partnerships, goodness).
Moreover the high variance in the style and the lexicon with frequent use of neologisms [MC+14] and figures of
speech [Nyg06] further complicates the scenario. Manually created summaries based on graphs such as the one
in Figure 1 can be therefore regarded as useful tools to better understand complex plots.

In the very recent years, natural language processing (NLP) is taking advantage of machine learning techniques
based on neural networks with a deep structure and trained by huge amounts of text data [MSC+13]. Word
and sentence embedding techniques are now the state-of-the-art representation models in NLP [LGD15, SJV19,
WBGL15]. The main goal of this paper is to show how these modern machine learning tools as well as more
traditional techniques (to be used if only small amounts of training data are available or needed) can significantly
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Figure 1: Manually created visual outline of And the Mountains Echoed by K. Hosseini

improve the quality of the information extracted from a narrative text, thus enhancing the readability of the
corresponding summaries. In particular we focus on the creation of visual outlines based on graphs, analogous
to what readers and specialists are often doing to understand the plot of complex novels as the one in Figure 1.

Our approach to literary text analysis encompasses various NLP techniques such as named entity recognition,
syntactic parsing, semantic text analysis and NLP application tasks such as gender recognition, sentiment analysis
and social network analysis. Most of these tasks have been deeply studied in the literature and standard tools
are available for them. Yet, some tuning and adaptation to the specific case of narrative text is required, mainly
because of the inherent nature of text content. For instance, sentiment analysis is generally intended to process
short texts such as product reviews or social networks comments. Using those tools for narrative texts can
produce inaccurate evaluations and (Section 4), as collecting dedicated training data might be problematic,
tools for semantic learning can instead give good results [HM17, KIO+16, MPGC17, NS07, NS19]. Besides
sentiment analysis, extensive textual pre-processing is needed for literary texts because of the difficulty in terms
of interpretability, as experienced even by humans.

Overall, we present a combination of natural language processing (NLP) and machine learning (ML), with a
particular focus on current trends of deep learning (DL), adapted to the analysis and visualization of textual
narrative data. DL approaches are used to improve natural language understanding (NLU) of text together with
specialized syntactic and semantic analyses to recognize the characters and their relations. Furthermore, for the
extraction of the character and relationship sentiments, we use the classification and prediction approaches based
on the universal sentence embedding (USE, [CYK+18]). USE helps in transfer learning using the transformer
architectures [VSP+17] or deep averaging networks [IMBGDI15]. Moreover, family relations between the char-
acters are reduced to binary classification tasks. The proposed method shows the strength of these techniques
to achieve a good understanding of this particular kind of texts.

2 Existing Work

The automatic interpretation and visual analysis of literary texts has been explored in the past few years from
various perspectives. Most of the studies in this area focus on different methodologies to detect the characters
of a novel and identifying their relationships. One of the works focused on character detection proposes a
new approach to named entity recognition based on co-reference resolutions and based on a set of heuristic



rules integrating the Stanford CoreNLP.1[VJPR15]. A similar tool2 for efficient character annotations and alias
resolutions was proposed by [VDJ+16]. Sentiment analysis for the characters and their relations is another
focus area. Besides the Stanford CoreNLP, the approach in [FPU15] uses also the SentiWordNet ontology3 to
build character networks. In [PAHS+17], the literary characters and the network associations have been also
studied, where the features that defines character qualities are identified, while in [NB13] sentiment relations
between characters in Shakespeare’s plays have been processed using AFINN sentiment lexicon4. Some of the
reported studies also presented a dynamical analysis of the novels, this taking into account that the character
traits and relations varies over the pages. In [Els12], a kernel method to capture novelistic plots over time has
been considered. In [KC12] a map of the emotions over time to indicate the information flow over time was used
to predict the emotions. Gender based stereotypes in novels are studied in [Cri16] analysing the masculine and
feminine adjectives and the gender-biased portrayal of characters. The present work should be intended as one
of the first attempts to apply the recent advances of DL in NLP in the particular area of the creation of visual
summaries for narrative text.s

3 Methodology

The algorithms we adopt to generate visual summaries of narrative text have been shaped as a single Python
software tool called NOVEL2GRAPH. The associated workflow is depicted in Figure 2. The three sections here
below describe the main NOVEL2GRAPH modules, while the very last step, i.e., the actual creation of the graph
is based on the Graphviz free software.5

Figure 2: The NOVEL2GRAPH workflow

1https://stanfordnlp.github.io/CoreNLP
2https://github.com/hardik-vala/charles
3https://sentiwordnet.isti.cnr.it
4https://github.com/fnielsen/afinn
5https://www.graphviz.org



3.1 Character Identification and Alias Clustering

The first module of the flow handles identification of the characters in novel. This also involves the recognition of
aliases, as the author might refer to the same character in different ways. The Stanford named entity recognizer
(NER)6 is initially used to detect all the person entities. Afterwards, part-of-speech tagging is applied to filter
out the false positives returned by the NER. The basic pre-processing such as tokenisation and stopwords removal
are also applied. The so-obtained list of persons is finally processed by the DBSCAN clustering algorithm [BK07]
to group together the aliases of a same character. As a pairwise distance between the person names we use the
Ratcliff-Obershelp algorithm [RM88]. A dictionary with the representative character names (corresponding to
the longest alias of each group) as keys and the aliases as values is eventually created.

3.2 Character and Relation Traits Identification

This module focuses on the extraction of character traits, which are supposed to describe the role of the character
or the quality of a relation between two characters. For such a typification, we extract the phrasal information
from the text that contains the character (or an alias) name. A syntactic parse tree is therefore constructed
by means of the pattern parse tool.7 The number of phrases related to a character decides the size of the
corresponding node in the graphical visualization. As the phrases can be too short to include a co-occurrence,
for character pair relations, we instead extract from the parse tree the sentences in which the character pair
co-occurs. The number of sentences related to a character pair defines the size of the edge connecting the nodes
of the two characters in the graph. This information is also used as the input for sentiment, gender and relation
type analysis.

3.3 Sentiment, Gender and Relationship Type Analysis

This module focuses on the identification of (positive or negative) sentiments describing the character traits and
the relationships with other characters. Phrasal and sentence information extracted from the previous module
are processed by two different methods: (a) the NLTK-VADER sentiment analyser;8 (b) the Universal Sentence
Encoder (USE).9 The goal is to compare the two approaches in terms of accuracy in the classification of the
possibly intricate sentiments occurring in a narrative text. NLTK-VADER uses a rule-based lexicon method
built up with words annotated in terms of positive or negative sentiments. The phrasal and sentence information
is directly processed by the sentiment analyser and the corresponding sentiscores, giving positive, negative or
neutral weights to the sentiments, are recorded. The tool eventually computes the compound score (i.e., the
average of sentiscores) which defines the sentiment. The second approach, based on DL, requires a supervised
training, and allows to formulate the problem as a classification task. USE helps to capture the sentence
meanings and their relations representing them as embeddings at the sentence level. For the training, we use
lists of adjectives collected online.10 Adjectives seem to be the most informative tags to reasonably describe a
character or a relationship. Similar techniques based on USE are also used for gender identification, for which
dedicated and sufficiently large training sets are already available. In both cases, we used the Keras model with
256 dense layers and a prediction layer with softmax activation, Adam optimisation, and categorical loss entropy.
The model is trained with 10 epochs on 32 batches. Another focus is to extract the relation types, which can
describe the family links or other relations such as siblings, friends, enemies, killers. For this task we created
manually annotated data of small size, which are instead processed with classical ML algorithms and currently
we focus only on the sibling relations. s

4 Empirical Analysis on a Case Study

For a preliminary validation of our methodology, we fed NOVEL2GRAPH with the six books of the Harry Potter
series by J.K. Rowling. Due to the lack of space, in Figures 4 and 5 we depict the graphs of two books, with two
thresholds: only the most important characters of each book are depicted; only relations expressed more than
a given threshold are displayed. The size of nodes and the thickness of edges increase linearly with the number
of occurrences in the text. Red denotes negative sentiments and blue the positive ones. Relatives recognized

6https://nlp.stanford.edu/software/CRF-NER.shtml
7https://www.clips.uantwerpen.be/pages/pattern-en
8https://www.nltk.org/_modules/nltk/sentiment/vader.html
9https://tfhub.dev/google/universal-sentence-encoder/2

10https://lesn.appstate.edu/fryeem/re4030/character_trait_descriptive_adje.htm



by relation type classifiers are connected by dashed edges. A small focus group of persons who carefully read
the books was asked to decide the quality of the detected relations and sentiments and the comments have been
unanimously positive.

For a quantitative evaluation, we focus on the sentiment analysis. The focus group was asked to annotate
the sentiments of the characters and the relations as positive or negative. While NLTK-VADER was originally
trained by a large data set, we train USE with a data set of only 4000 adjective conveying positive or negative
sentiments. Sentiment analysis accuracy of NLTK-VADER and USE are compared in Figure 3. The specialized
USE, outperforms the general purpose NLTK-VADER, which confirms the strength of transfer learning when
used in specific domains such as narrative text. The combination of NLP and DL approaches seems therefore
to ease the text understanding. USE gives similar accuracies (71% on average over all the six books) for gender
analysis. As a first test for the relationships classification, a simple naive Bayes classifier with bag-of-words
features and trained with a small data set of 100 manually annotated sentences was able to detect the notion of
sibling with full accuracy.
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Figure 3: Comparison of NLTK-VADER and USE approaches to sentiment analysis

5 Conclusions and Future Work

The present work attempted to explore and analyse the synergy of natural language processing and deep learning
for the analysis and summarization of literary texts. We see many directions to improve the techniques proposed
here. First, we need to test the tool on an extensive benchmark of novels. The dynamic evolution of those graphs,
either incrementally or by using a fixed-length window over the pages, could be expressed by an animation. To
properly achieve that, the problem of a proper temporal positioning of the detected events, which are currently
described only by their position in the text, should be tackled. Regarding the character identification module,
deeper analysis based on co-reference resolutions and contextual analysis should be considered. Regarding the
analysis of sentiments, gender and relationships, improvements can be achieved by recognizing the roles of the
characters within the context. While semantic role labelling could be used for that by labelling triplets (subject,
predicate, object) in a better way, in narrative texts the structure of the sentence may not follow a specific
syntactic rule. In many cases, the literary texts contain many conversations enriched with semantic usages. To
tackle the problem more effectively, it is important that the current cutting edge deep learning approaches are
used in conjunction with the NLP techniques to achieve better text understanding.
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Figure 4: NOVEL2GRAPH output of the second book of the Harry Potter series



Figure 5: NOVEL2GRAPH output of the fifth book of the Harry Potter series
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