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Introduction   
While drug-drug interactions (DDI) are biological process-
es that result in a clinically meaningful change to the re-
sponse of at least one co-administered drug, potential DDIs 
are information entities about the potential of DDIs based 
on data or data extrapolation (DIDEO Ontology 2014). 
Knowledge of potential DDIs is important for clinicians in 
making safe medical treatment decisions. However, it is 
challenging for clinicians to keep abreast of new 
knowledge about DDIs because a large amount of new 
research about DDIs is published every year in a variety of 
formats, including journal articles and drug labels (Schnei-
der et al. 2015).  

Automatic extraction of DDI information from narrative 
text, tables, and figures of biomedical documents mainly 
focuses on extracting DDI “fact” claims and still has lim-
ited accuracy (Demner-Fushman et al. 2018; Miloševićet 
al. 2016; Segura-Bedmar et al. 2013). Machines should 
extract and structure knowledge with the goal of making it 
easier for humans to synthesize and evaluate evidence that 
supports DDI claims. 

We propose to combine machine learning with a formal 
representation of the DDI domain of discourse to assist 
humans in both authoring and assessing evidence of DDIs. 
To date, there has been little focus on using automatic ex-
traction to lessen the cognitive burden, and the current 
practice for determining evidence type in a DDI study is 
for experts to read the study manually. We are inspired by 
prior work on computer-supported prospective knowledge 
capture by a community of scientists (Clark, Ciccarese, and 
Goble 2014). More specifically, we use an ontology as the 
backbone underlying a machine learning system that helps 
users identify the evidence type of a DDI study based on 
its characteristics. 
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Methods 
Reuse the DIDEO ontology’s evidence hierarchy 
DIDEO (DIDEO Ontology 2018) is a foundational domain 
representation that allows tracing the evidence underlying 
potential DDI knowledge (Brochhausen et al. 2014). The 
ontology contains more than 40 evidence types of DDI 
studies (Utecht et al. 2017); an excerpt is shown in Figure 
1. These were created based on evidence items relevant to 
DDI research (Boyce et al. 2009). DIDEO specifies the 
necessary and sufficient conditions for each evidence type 
using terms either defined in DIDEO or imported from 
other ontologies.     

Build a hierarchical multiclass classifier 
The implementation of the hierarchal multiclass classifier 
consists of two basic steps described further below:  
(1) Prepare data; (2) Develop and evaluate the classifier. 
Step 1: Prepare data 
The data preparation includes three main steps: collect, 
annotate and preprocess data. We started by using an exist-
ing dataset which contains 189 unique papers of DDIs 
which were partially annotated by an expert (RB) with the 
evidence type labels assigned during a previous study 
(Schneider et al. 2015). Not all of the papers in the dataset 
had evidence type labels. Therefore, we created an annota-
tion guideline and had the expert further annotate these 
papers, resulting in a manual gold standard of evidence 
type labels. The developer of the system (LH) also ob-
served the expert’s annotation process in order to identify 
relevant text that could be used for training classifiers. We 
automatically collected the studies’ metadata, including 
title, abstract through PubMed API. We also manually col-
lected full-text PDFs of these papers and automatically 
converted them to plain text.  

 
Figure 1 – Part of DIDEO’s evidence type hierarchy 

 



Step 2: Develop and evaluate the classifier 
Features that we extract and use to develop classifiers are 
bigrams taken from the titles, from abstracts and from the 
Methods sections as well as drug entities from the titles 
and abstracts as detected by MetaMap (Aronson 2001). 
This draws on our observation during the annotation pro-
cess, that the Methods section is where the expert often 
found information to determine DDI evidence type.  

All papers in the dataset are used to train and test the top-
level sub-classifier. Subset of the dataset from the top-level 
classifier are used to train and test the next-level sub-
classifiers. This process is repeated until all the papers are 
given their final evidence type predictions. All sub-
classifiers are trained and tested using cross validation (5 
folds). The sub-classifiers are then evaluated using differ-
ent evaluation metrics, including: accuracy, precision, re-
call and F1-score. 

  

 
Figure 2 – Implementation of the hierarchical classifier (corre-

sponding to the branch of evidence types in Figure 1) 
 

Conclusions and future work 
We propose to combine machine learning and knowledge 
representation to facilitate the process of assessing evi-
dence from studies of DDIs. Drawing on an existing ontol-
ogy of evidence types, DIDEO, we are building a hierar-
chical multiclass classifier that categorizes a DDI study’s 
evidence type. The primary purpose of the new classifier is 
to make it much easier for a DDI domain expert to assess 
the total body of evidence for a potential DDI. The key 
insight is to build the evidence type classifier from an en-
semble of classifiers that assess the lower level characteris-
tics of a study based on the necessary and sufficient axioms 
from the ontology.  
 
This is an ongoing project where we plan to expand to ad-
ditional DIDEO evidence types. In the future, studies about 
DDIs could be run through this classification system and 
the prediction result will ultimately be useful to assist evi-
dence reviewers as they assess evidence items. More im-
mediate goals will be to validate the evidence type defini-

tions in the ontology, and suggest additional (potentially 
finer-grained) evidence types. 
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