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Abstract. The beekeeping is the art of cultivating the bees in the aim
to remove from this industry the maximum performance with the min-
imum expenditure. The apiculture products marketed are the honey,
wax, pollen, propolis and royal jelly. This activity of topping up con-
tributes to the development of the livestock and to the protection of
the Environment. This paper presents the application of deep convolu-
tional neural network for pollen grains recognition based on their images
classification. The neural network contains 8 hidden layers where first
5 are convolutionnal neurones responsible for image representations and
next 3 are fully connected layers for image classification. The obtained
results proved the efficiency of the proposed approach for pollen grains
recognition.
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1 Introduction

Honey is a nutritious food, with economic importance for many countries world-
wide. Nowadays, increasing attention was dedicated to the determination of the
geographical and botanical origin of the honey in the aim to define the differ-
entiation character of honeys of different sources with a standard of quality and
authenticity competitive in the market [1].

The melissopalynology or palynology is applied to all knowledge in all rela-
tions of any order that exist between the bee and the plant. As such it integrates
ecological, ethological and physiological research because it allows the use of
pollen grain as a biological marker in the vast context of the relations plant-bee.
Pollen analysis of honey is used to differentiate the floral source used by bees,
the harvest period and the geo-climatic conditions of the concerned regions [2],
palaeoclimatic reconstruction [3], as it has also been used in various medical
fields among them allergenic processes [4],etc.

Computationally Motivated Biology is a field that consist of studying biol-
ogy for modelling the biological systems using the computer science. For this
order, researchers study the behavior of a biological system then create tasks
as an artificial model to facilitate the task for human beings. It is typically the
simulation of a natural phenomenon[5].



Like all machine learning techniques, deep learning aims to cause a system to
solve situations without calculating all the necessary parameters to solve them by
the implementer. The goal is to train a variable-parameter algorithm (a ”black
box”) to make a correct decision about a given task. Learning is done by optimiz-
ing variable parameters to improve the decisions made. Deep learning techniques
have made great progress in many areas that range from image recognition [6] .

Founding an efficient automatic classification system for pollen identification
becomes a challenge that needs powerful techniques.This paper presents the ap-
plication of convolutionnal neural network for pollen grains classification. The
organisation of the paper was given as follow: Section 2 cites some works on the
classification of honey pollen, while section 3 gives an idea about the implemen-
tation and results obtained during the experimentations and finally section 4
discusses the major conclusions.

2 Classification of honey pollen

Nowadays, automatic classification for pollen identification becomes a highly ac-
tive research field. [7] is one of the most recent works, where authors proposed
an approach based on features extraction from image and classification of these
features using an ensemble classifier based on four different techniques. Another
work presented by [8], it was based on multilayer perceptron neural network for
classification of pollen species, in which authors claimed that they obtained 100%
fo accuracy. [9] also in a work where authors used neural network to classify two
sets of microscopic images. In [2], authors used Support Vector Machine to clas-
sify melissopalynology data to recognize the origin of the pollen, they identify
the marker species that represent the area using z-scores algorithm, and they
predicted the area of origin by SVM algorithm, finally they used a statistical
analysis of the marker species. The images were collected in Italy, all samples
belonged to chestnut honey, so the results obtained showed a high accuracy of
discrimination of these samples in Italy. Authors in [10] captured pollen grains
from all sides, then they represented them in 3D space to extract Gray- scale
vectors from each side, finally they classified these vectors using SVM, the ac-
curacy obtained was about92%. [3] authors extracted texture in order to detect
Poles and Furrows for pollen grain recognition then they represented them in 732
variables before they applied MLP NN to choose the important variables. The
classification was done using stastical method and leave-one-out for evaluation.
To achieve the goal of pollen recognition, authors in [11] proposed an automatic
method, based on deep learning framework, the result achieved about 94% clas-
sification rate on a dataset of 30 pollen types. Also, in[12] authors present state
of the art of deep learning methods applied on POLLEN23E data set, the result
show a high efficiency, specialty when they used a hybrid approach,combining
transfer learning and feature extraction.



3 The proposed approach and results

The year 2006 was the beginning of the deep learning, then, it has emerged
as a new area of machine learning research. Since that, researchers focused on
developing deep learning based techniques that impact signal and information
processing, especially image processing that get the most part of deep learning
development.

Deep Convolutional Activation Feature for Generic Visual Recognition(decaf)
is a python framework developped by Donahue et al. in [13], where authors
adapted the deep convolutional neural network approach proposed by Krizhevsky
et al. in [14] to be implemented on only CPU rather than GPU. The approach
is divided into two parts, first part consists of feature extraction from images
using ReLU non-linearities convolutional computation, then dimentionality re-
duction using pooling technic, this part gives as result a vector of 2048 elements
to represent each image. The second part, is a 3 fully connected layers for image
classification.

3.1 Pollen23E dataset

Pollen23E is a set of 805 images divided in 23 species (classes). Each class com-
prises of 35 images captured by a digital Bresser LCD microscope at a 40x
magnification from different angles. Then the obtained images were transfered
to a laptop and segmented using the CorelDRAW1 software. [15].

3.2 Obtained results

In the following, we discuss the obtained results, in which, we based on the best
training accuracy, best validation accuracy, best cross entropy and test accuracy
to evaluate the effect of number of iterations on pollen grains classification:

Table 1. Obtained Resutls

Number of iteration Training Accuracy Cross Entropy Validation Accuracy Test Accuracy

100 99 1 96 76.6
200 100 0.53 95 85.1
500 100 0.38 98 85.1
1000 100 0.12 99 83
1500 100 0.07 100 85.1
2000 100 0.05 99 85.1
2500 100 0.04 100 85.1
4000 100 0.02 100 85.1

As seen in table 1, number of iteration affected the obtained results in a
manner that if we add more iterations, neural network builds better models.
And this is clear in terms of first three measures:



– in terms of Training accuracy: This measure is the accuracy of applying
the model on the training data, it is used to evaluate the model during
backpropagation steps in order to improve the model. In table 1, we cited
the best training accuracy obtained, as seen, the model is perfect since it
correctly classified 99% to 100% of training data. Figure 1 shows a detailed
updates of training accuracy during each iteration where (a), (b), (c), (d),
(e), (f), (g) and (h) present 100, 200, 500, 1000, 1500, 2000, 2500 and 4000
iterations respectively.

Fig. 1. Training Accuracy updates during each step

For all cases, we see in figure 1 how the training accuracy begins with small
values (about 5%), then it improved iteration after iteration to reach 100%.

– in terms of Cross Entropy: When we use cross entropy loss while training
neural networks, we actually calculate the score function every time when
compute gradients for the weights in the network. So, the objective is mini-
mizing this measure, as seen in table 1, when we added more iteration, the
neural network minimized the cross entropy which means we got better mod-
els. Figure 2 shows a detailed updates of cross entropy during each iteration
where (a), (b), (c), (d), (e), (f), (g) and (h) present 100, 200, 500, 1000, 1500,
2000, 2500 and 4000 iterations respectively.



Fig. 2. Cross Entropy updates during each step



For all cases, we see in figure 2 how the entropy begins with high values
(about 5), then it improved iteration after iteration to converged to 0. While
detailing the figures, we see that more we added iterations, the cross entropy
became lower which means we have reduced information loss by improving
the model.

– in terms of Validation accuracy: This measure is the accuracy of applying the
model on the validation data, as training accuracy, it is also used to evaluate
the model during backpropagation steps in order to improve the model. In
table 1, we cited the best validation accuracy obtained, as seen, the model
is perfect since it correctly classified 95% to 100% of training data. Figure 3
shows a detailed updates of validation accuracy during each iteration where
(a), (b), (c), (d), (e), (f), (g) and (h) present 100, 200, 500, 1000, 1500, 2000,
2500 and 4000 iterations respectively.

Fig. 3. Validation Accuracy updates during each step

For all cases, we see in figure 3 how the validation accuracy begins with small
values (about 5%), then it improved iteration after iteration to reach 100%.
Also, since validation accuracy is lower than training accuracy, we validated
that our model did not suffer from under fitting problem.



– in terms of Test accuracy: This measure is the accuracy of applying the final
model on the test data, it is used to evaluate the prediction of new images.
Figure 4 shows the comparison of test accuracy according to number of
iteration.

Fig. 4. Test Accuracy according to iteration numbers

In our case (figure 4, the model recognized 76.6% of test images when we
built a model in 100 iterations, while it was improved when we augmented
the number of iterations to 200 iterations to recognize 85.1% of pollen grains,
then it became fixed despite the model has been improved based on previous
measures.

3.3 Comparative study

To validate better our study, we compared our obtained results with other results
from literature. [12] is a work that applied deep learning for pollen classification
using the same Pollen23E dataset. Cho et al. implemented three different setups,
the first setup (TL) consist of using deep learning neural network for feature
extraction and classification of images, the second setup setup (FE+LD) consists
of using deep learning neural network for feature extraction and descriminant
learning for classification, while the third setup (TL+FE+LD) is a hybridization
of both setups where in classificatio phase, they used both neural network and
descriminant learning for pollen recognition. Figure 5 shows the comparison
done:

As seen, after reimplementing approaches proposed by [12] to compare them
in the same conditions as our proposed approach, our obtained results were in
general better than results gotten in [12]. The problem in Cho et al. work was



Fig. 5. Comparison between our obtained results and the ones obtained in [12]

the information loss, since they applied many filters for either feature extraction
or classification which cause a lot of information lost during these processes.
Contrary to our work, where we used only pooling technic for dimentionality
reduction, consequently, we minimized the information loss.

Another comparison was done with same work, since they used deep neu-
ral networks as our objective, so we compared the time complexity taken by
each approach with same conditions (number of iteration), Figure 6 shows the
comparison:

As seen in figure 6, we reduced the training time, and the difference of time
reduced became higher when we increased the number of iteration for each ap-
proach, in which we gained from 0.47 minute up to 1.38, when we used 100
iteration, while the use of 4000 iteration proved that we can gain between 1.23
up to 2.17 minutes, and these values were obtained when we trained neural net-
works using 790 images, so we believe that our proposed approach will be more
effective in big data image analysis in terms of training time.

4 Conclusion

In this work, we applied a deep convolutional neural network for pollen identifi-
cation from their images. The approach was divided into two processes, the first
process was feature extraction using ReLU non linearities convolutional calcu-
lation, where 5 layers were responsible for it, then, the dimentionality of those
obtained features were reduced using pooling method to get vectors of size of
2048 element i which each vector represent an image in the dataset. After getting
the vectors, they were used a s input to 3 fully connected layers for classifica-



Fig. 6. Comparison between our obtained results and the ones obtained in [12] in terms
of training time

tion. The evaluation was based on four measures: Training accuracy, validation
accuracy, cross entropy and test accuracy. As seen in the paper, the obtained
measures’ values proved that deep convolutional neural networks can be used as
a good solution to automate the pollen grains classification. Also, we saw that
the proposed approach avoid the underfitting, this is proved by the validation
accuracy that was lower than training accuracy.

These results motivated us for future works, we planned to develop more
deep learning approaches, and combine it with metaheuristics.
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