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Abstract. Elements of information technology for analysis of facial expressions 
to apply in interactive study of sign language are described. The main elements 
of information technology, its structure and experimental implementation has 
been discussed. Analysis was carried out in order to identify how the classifier 
error rate depends on type of classifier, number of feature and teach set. Opti-
mal constructs of classifiers were proposed, giving appreciable improvement of 
existing algorithms.   
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1 Introduction 

Sign language is a tool for communication data transmission in communication of 
deaf and hard of hearing people [1]-[3]. According to statistics, significant percent of 
the world population has congenital hearing problems that make it difficult or impos-
sible communication with hearing people in everyday speech. A lot of countries has a 
government program that determines the main directions of improving the conditions 
of deaf people, including a broad plan to study sign language among the general 
population that often in contact with deaf people. One step that aims to solve this 
problem is creation of educational programs using modern information technology. 

The most complete solution to this problem is approached educational system [4] 
using animated 3D models, integrated tools and user interfaces of interactive commu-
nication with computer (see. Fig. 1). 

Despite the fullness of the means implementing interactive learning sign language 
environment development of other means of reproduction and recognition of sign 
language, including facial expressions that indicate a signed language intonation, 
accent, logical and emotional meaning of sentence, is required. Modeling and recog-
nition of elements of sign language [5],[6] is important because these elements in 



spoken language hearing people passed by voice instead in signed language these 
aspects of speech transmitted in part by modifying the gesture (amplitude and 
smoothness of movements) that studies hearing people are not quite acceptable be-
cause gestures at high speed badly perceived. For ease of reading, the gesture is ac-
companied by facial expressions, which are typically used in communication deaf in a 
sign language (which is the same grammar speaking to the sequence of grammar in-
clusive), or in carriers of sign language with a very high level of sign language (there 
are analogue expression in spoken language).  

It is important to obtain the characteristics of displays of emotion based on their 
accurate detection [7],[8] instead classification ones. In previous studies we have 
worked on the algorithm and methods that can be used in the information technology 
for analysis (identification) of facial expressions on a human face; in particular, we 
considered a sequence of receiving video clips of facial expressions, involving optical 
sensors (markers), mounted on a human face [4], the application of computer vision 
algorithms for numerical data describing the state change facial expressions over time 
numerical data analysis tools, including a single-layer perception and methods for 
reducing data dimensionality [9]. 

 

Fig. 1. Scheme information technology user interaction with the computer in the educational 
system to study sign language.  
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Results of the study [9] showed that there is a need to improve the efficiency of al-
gorithms for problem of identification facial expressions changes over time; current 
implementation showed a low level of resolution of different classes of facial expres-
sions. In order to improve current results suggest the following problem statement: 

• propose a set of characteristics that can be used to identify facial expressions 
based on data obtained from the video stream; 

• analyze existing means and methods of recognition of facial expressions on a set 
of characteristics that are applied in the analysis of facial expressions and other prob-
lems that reduce to identify changes in the characteristics of the object in time; 

• develop a pilot information technology for identifying facial expressions and its 
software implementation; 

• conduct a pilot test of the existing information technology to determine the best 
settings, algorithms, combinations thereof and the conditions under which it is possi-
ble to improve obtained previously results. 

2 Methods of identification of the change over time characteristics 

In the research [9] states that the problem of identifying the instantaneous state of the 
face does not require complex algorithms; perception or support vectors machines 
method are quite enough and give acceptable quality recognition - the order of 80-
90% in the worst case - and uninformative small study sample small number of signs 
and to 99.5% at a rate sufficient training set (Table. 1). Instead, the task of examina-
tion of time dependent signal even for two classes of facial expressions is very com-
plex and requires careful study. The same can be said when using the methods of 
reduction of data dimensionality while examining the single countdown (state of mo-
mentary) of facial expression. This indicates the similarity of sources of distortions 
that lead to identification errors. 

 
Table 1 Identification accuracy for different samples of the algorithm in the existing 

technology. 
 

Implementations and the number of samples in signals 
Whole signal 1 countdown Methods 
432 1080 2160 4320 36 

PLA 64,8% 64,8% 64,8% 64,8% 98% 
DCT+KLT 64,8% 64,8% 64,8% 64,8% - 
SVD+KLT 55% 58% 60% 62,5% - 
SVD 55% 58% 59% 61% 32% 
KLT/FFT+KLT 52% 54% 57% 59,5% - 
 
In order to analyze changes of the object in time, during the duration of facial ex-

pression, the algorithm need to cope with varying intensity at the beginning and in the 
end, different amplitude, different waveform and signal distortion, different initial 
phase, the shape of the front and recession signal and varying duration. 



In order to solve this problem (analysis of sequences of states) the most appropriate 
and expedient is to observe similar problems and algorithms for solving such prob-
lems which give a reasonable accuracy on a similar data. 

Closest are several types of problems: 
- phonograms-analysis (spectrograms); 
- neural impulses, brain-waves, cardiograms, miohram analysis and so all; 
- individual nerve cells process analysis. 
In modern studies related to the analysis of phonograms [10] deep learning algo-

rithms (with a teacher and without teacher), such as convolution neural networks, 
stacked denoised auto encoders, convolution auto encoders, deep belief networks, are 
used very often. Dynamic time warping method [11], which previously used to com-
pare two close (similar) waveforms of varying duration, can also be taken in account 
as noticeable. Electrocardiograms and ion channels are analyzed using Karhunen-
Loeve [12] and other integral transformations. 

Methods of examination of time series studied in paper are:  
- method of dynamic time warping, combined with some type of classifier (in par-

ticular, based on SVM, ANN and deep learning methods), using correlation between 
signals of corresponding sensors of different facial expressions and within correlation 
between signals from different sensors from each other in the same facial expression, 
as a net input. It also can help to test the hypothesis of generation of facial mimic 
signals by single nerve impulse (and their respective synchronization) through the 
evaluation of the correlation various mimic components; 

- methods of analysis for spectrum signal including bringing output to the sound-
track-like input of defining the parameters of spectral analysis, constructing spectral 
characteristics of sample signals and build classifier based on convolution neural net-
work. This will test the possibility of signal convolution with fixed window dimen-
sion compared to dynamic time warping. 

Methods which include integral transformation, especially Karhunen-Loeve expan-
sion and discrete cosine transform [13] for signal analysis of fixed length (normalized 
in amplitude and time) will also be implemented in order to find out possibil-
ity/necessity of reduction of dimensionality of data and their applicability in connec-
tion with classification algorithms in task of analysis of the instantaneous state facial 
expressions. 

3 Information Technology of the Facial Expressions Analysis 

Information technology (Fig. 2) describes the processing of data containing the facial 
expression. In order to obtain a formal description of the process as a generalized 
block diagram we need to identify all the components of this process - the objects, 
properties and states of objects, relationships and dependencies at various stages of 
processing. 

Input information. As input video objects are the examples of facial expressions 
(video stream) containing the sequence of states of facial expression (facial gesture or 



mimic morpheme) during an interval of muscle or mimic activity (contraction - re-
laxation within a range of muscle activity. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Scheme information technology user interaction with the computer in the educational 
system to study sign language 

Sampling frequency, signal number, information readout, signal number (ID), 
speaker identification are the main information signal characteristics. 

The elements of input connections have a hierarchy: each countdown of a signal is 
part of a set of samples from a specific serial number, determining the order of ap-
pearance of a specific point in the video stream. 

Processing the input data. The processing of the input data stream operates using 
algorithms to identify and track objects in video sequences to obtain coordinates of 
key points on each frame and the emerging key points coordinate data flow. 

At this stage you must have to input constraints described by such terms, face ori-
entation angle relative to the camera, sampling frequency, type of video compression, 
brightness of underlying objects on video, as well as object tracking algorithm restric-
tions, depending on the type and configuration of algorithms. 

Getting the trajectory of the key points. The flow of data can be seen as a sampled 
characteristic points movement trajectory in some space formed by geometric trans-
formations of space facial expressions with scale, rotation and shift of the base coor-
dinate system. 

Since each element (reference) of trajectory of movement of the key points is asso-
ciated with a certain frame of video sequence, it is possible to group input on some 
characteristics derived by analyzing the trajectories of movement key points (for ex-
ample, maximum activity, a minimum of activity, the mean interval values, etc.) on 
derived trajectory and original video sequence. 

Data markup. This process describes the creation of some metadata that allow to 
group video frames and corresponding key points on the face. Automated processing 
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of video sequences and the corresponding data on the trajectory of motion was used to 
markup data. The output data is an ordered list of video sequence frame number and 
the corresponding notation (e.g. frame corresponding to the rest state and the frame 
corresponding to some activity) that allows to operate on specific instant face states 
that are most informative. 

Normalization of data. For further processing of the ordered list of frames is neces-
sary to bring all examples of movements to one scale. For this, all samples were or-
dered by a specific actor, thus data can be easily transferred to the new metric that 
will be comparable for all actors and allows changing scale of the mimic movements 
of each morpheme that is, obviously, specific to each actor. 

Setting the functional converter. This process describes the iterative procedure for 
determining relationships (functional relationships) between input and some linguistic 
variables describing relation of inputs (video examples of facial expressions and its 
metadata) to a certain class. As for input, functional converter establish a priori class 
(beforehand known value of linguistic variable), which operates according to the mo-
tion trajectories key points on the face. 

The most adaptive to this problem is classification algorithms and other algorithms 
that implement iterative procedure linkages. 

Output data. The output data are linguistic variables corresponding to some input 
video sequence or reference throughout the interval samples. For such data we may 
need to set some attribute that describes the accuracy of functional dependence (iden-
tification) for some specific case (facial expression or mimic morpheme) by repeated 
execution of iterative procedure for multiple implementations of the data generated 
from the entire set of facial expressions video examples. 

4 Experimental Realization of Information Technology for 
Identifying Facial Expressions 

Database (DB) was created  to implement storage means; a block diagram of this DB 
(Entity-Relationship model) is shown in Fig. 3. 

We used database management system PostreSQL [14] to implement database and 
the appropriate driver database to Oracle JVM (Java Virtual Machine) [15], which is 
connected to the executive files experimental program implementation. 

Experimental software information technology was implemented in the environ-
ment IntelliJ IDEA [16] for Scala language [17] involving Java libraries and consists 
of several modules. 

In order to provide the basic operations management we implemented by module 
and class Main. The module communicates with other modules to produce and output 
the converted data, including: 

-input data containing the trajectory of the markers on the actor's face; 
-metadata describing the characteristics of individual facial manifestations, includ-

ing temporal range of activity, type of facial expression, identifier, actor who demon-
strates mimic display, etc; 

 



 
 

Fig. 3.  Data base block diagram 

 
- transformed data containing parameters obtained on the basis of input and re-

moval of shift, scale and rotation distortions customized for each actor separately; 
- input and functional converter output data, obtained by the rejection of the 

transformed data (may be rejected as fragments interval activity of facial expression, 
and the whole facial expression) and functional values of the dependent variable 
transformer; 

- coefficient setting of functional converter that control facial expressions with-
drawal rules that implements functional converter. To verify the configuration of 
functional converter (applicability coefficient settings for other data), its settings are 
checked for data that was rejected at the preliminary stage. 

Object-oriented approach was offered to implement information technology; In-
putReader module, that implements reader input operations, consist of such classes: 
Env (file and means of reading the contents of the directory), Marker (information 
about the coordinates of each coordinate of the marker in the time and the means to 
import data containing the trajectory of motion markers), field Data, which contains 
an array unique samples of facial expressions, read from raw input, implemented as 
an array of objects of type Marker. 

XML [16] metadata  reading module (and their corresponding classes and meth-
ods) ConfigReader  and SQLQuery, that implements JDBC-interface to the database 
PostgreSQL, were implemented. 

Through the interface, implemented in the module, metadata video files stored in 
XML-container, and recorded in the database table. Database interface separately read 
two types of file metadata - time characteristics and a cloud of tags that describe the 
video files and structural links between them, respectively. 



After reading metadata file, containing the time activity characteristics of facial 
expressions, the data are entered in the table (Fig. 3); data on time intervals is stored 
in the table time_slot, the names of basic facial expressions – in table default_lt, fa-
cial expressions names – in table name, time values (countdowns) of maximum activ-
ity (saturation of facial expressions) – in table active_segment. All three tables are 
combined in two key fields: annotation_id and time_slot. 

After reading the tag cloud metadata file, module creates following tables: item, 
which contains information about the connections of individual tags from the tag 
cloud from video files, table label, containing the tag names, tables dependency and 
hierarchy containing links tags in the tag cloud respectively. All three tables are 
combined on a key field id, which contains a unique hex SHA-256 cloud tag hash id. 

File structure that describes a list of video files is stored in table directorylist, links 
between basic and derivative mimic expressions – in table classesconf. This informa-
tion can be manually adjusted from the outside interface that provides software im-
plementation or database administration tools pgAdmin provided by ODBC Post-
greSQL. 

Database queries that perform union and intersection tables, aggregates data de-
rived from two different sources XML-data. Aggregate table classes keep separate 
tracks, with such table labels as: time intervals of activity, the names of facial expres-
sions, file names, names of actors, classes of facial expressions and other service in-
formation used in the experimental program implementation. 

The next module (ParameterMaker) implements the basic methods for processing 
the coordinates of markers and form the parameters, namely "rejection" of affine dis-
tortion calculation movements markers algorithms determine the quantitative charac-
teristics of secondary facial expressions and more. It also implements methods of 
calculating the average, maximum and minimum quantitative and qualitative charac-
teristics of facial expressions. 

Affine distortion rejection algorithm subtracts flipping movement of fixed point on 
the horizontal and vertical movement from relative (namely, non absolute) coordi-
nates of other points. To calculate estimates of quantitative characteristics of facial 
expressions, ParameterMaker also implements appropriate methods of calculating 
them based on the distance between the eyes of the actor. The result is a dimen-
sionless ratio of this distance in the range from 0 to 1. 

Appropriate scaling is performed to determine the quantitative characteristics of 
facial expressions. In order to take into account the differences in facial expressions 
forms in different people, each mimic expression determined as a percentage of the 
maximum values for the individual. 

Data obtained by the module ParameterMaker and corresponding metadata trans-
mitted to the input module TrainTestDataMaker. Depending on the type of trans-
ducer and the type of study facial expressions, of the total volume data is shown in 
part comprising representatives of facial expression, a particular actor or interval ac-
tivity mimic activity (e.g. muscle contraction or retraction), which are divided into 
two sets of data - set that is used to configure the functional converter and to test coef-
ficients set-functional converter. Elements from the original dataset are selected using 



a random number generator; the amount of data in each of the data sets is defined by a 
certain constant that controls random number generator. 

Next (TrainTestParametersMaker) module implements functional transformation 
rules that describe the output of facial expressions based on input data from the mod-
ule TrainTestDataMaker. The transformation is implemented using algorithms li-
brary MLLib, with the involvement of these constructs: single- and multilayer percep-
tron (PLA) with hypotheses based on linear and radial basis functions (RBF), stacked 
denoising autoencoders (SAE), means reducing the dimension (convolution) data, 
including: cosine transform (DCT) and Karhunen-Loeve (KLT). The software imple-
mentation use different combinations of constructs, which were limited to the follow-
ing algorithm: 1) single or multistep reduction the dimensionality of data and 2) re-
duced dimension processing by using the methods of linear and nonlinear classifica-
tion. 

Built-in library of algorithms MLLib was used to set the coefficients properly. Af-
ter setting the coefficients, in order to verify coefficients of each functional configura-
tion of the converter, its settings are checked for test data. 

The influence of distortion of scale of a small amount of data was checked by per-
forming iteratively a number of trials on test data applying coefficients of functional 
transformers on train on test data, and comparing values of errors, that describe the 
output on trained data comparing with known (a priori) output value. 

5 Experimental Tests of Information Technology for 
Identifying Facial Expressions  

Input data. Test information technology tests were carried out on a set of 300 facial 
expressions taken from five different faces of actors, which included from 2 to 14 
representatives of basic facial expressions. In addition, for a number of experiments 
that included the study of a single countdown, we did not used whole interval of mim-
ic activity of facial expressions; these intervals covered the mimic expression in a 
state of saturation. 

Samples of facial expressions, or single samples of the proposed sets during proc-
essing module TrainTestDataMaker were broken at a ratio of 20% and 80% using the 
integrated random number generator. 

Description of trials. Variants of functional implementations converters were 
studied under different conditions. There were 5 different tests conducted on experi-
mental implementation. 

During the first trial we had to reveal if there is some specific information, that ap-
pear only when observing time changes of mimic expression. This test was conducted 
on individual reference data, and on the interval of activity of facial expressions over 
time. Tests showed that the available data on individual samples (countdowns) and 
key expansion coefficients, obtained by reducing the dimensionality of data (direct 
cosine transform), correlated. Therefore, for the data type "countdown" we observed 
relatively low value of the error for both proposed methods. However, these algo-
rithms have limits in creation of complex hypotheses based on the input data, that, 



possibly may incorrectly perceive facial expression of low intensity (e.g. 10-30% of 
power in respect to “weakest” sample in teach set). 

During the second trial we had been tested whether the reduction of the dimension 
of the data (both single point, and at intervals of integral activity of facial expressions 
over time) is applicable. This test was necessary to establish the causes of great rec-
ognition errors obtained in previous studies [9], while using methods of dimensional-
ity reduction of the data. 

Tests showed (Fig. 4): 1) in order to classify the data obtained from the dimension-
ality reduction methods using classification methods, they require a large number of 
major expansion coefficients (much greater than 3), indicating that the eigenvectors 
with low energy have significant informational contribution applied to classification 
algorithms (Fig. 4.a); 2) individual samples (countdowns) require a smaller amount of 
additional vectors than for the entire interval of mimic activity - at least 4 vs 20-40 
respectively. 

This indicates that 1) the effectiveness of classification algorithms strongly de-
pends on the number of expansion coefficients and methods of reduction of dimen-
sionality of data respectively 2) large variation in the data and its phase-frequency 
characteristics makes unclear the dependency of the value of error on quantity (and 
even order) of basis functions. 

During the third trial we conducted an experiment in order to figure out the mini-
mum amount of sample data (teach data) that is used to configure the function con-
verter and, in particular, to test the effectiveness of each constructs (e.g. DCT+SVM, 
SVD+ANN and so all) only case of "single signal" (as showed the previous test, the 
individual samples values and key ratios of discrete cosine transform correlated and, 
therefore, the inputs of classifiers were relatively homogeneous). 
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Fig. 3.  Dependency of value of error on the number of basis functions for: SVM method - a) 
and single-layer neural network - b). Here vertical axis depict the number of basis functions (3- 

63), horizontal axis - the size of error (lower limit for errors 99.5%)  

Tests have shown that even for the 103 order of data, one can found abnormal 
emissions (Fig. 5), reflecting one of the many bad implementations (e.g. iterations) of 
training on specific algorithm on exact data set. One can argue that the size of the 
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training set, sufficient to obtain results of satisfactory accuracy recognition (95%) in 
the range of 70-700 items, with no sample size is crucial in size accuracy, and most 
items are included in each class training and test samples and adaptability features to 
the elements of learning sample, which builds hyper resolution. This indicates a sig-
nificant variance within the class that causes class transitions errors (e.g. element of 
one class appears to be element of another class). 
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Fig. 4.  The learning curve for the two implementation of classifiers: single layer neural net-
work - a) and SVM based on tanh kernel - b). Logarithmic scale: horizontal axis depicts the 
volume of training set (101-103), the vertical axis - the value of errors (right asymptote ~ 

99.5%, left asymptote ~ 40%) 

During the fourth trial we had to suggest one way to improve the recognition accu-
racy of the neural network (which showed a relatively small number of emission val-
ue errors) on net input, with not applied dimension reduction. One good solution is 
good initial weights selection; deep learning methods answer this requirements. As a 
result of testing, we had found that the stacked autoencoders are able to improve 
learning accuracy of neural network with one hidden layer neurons compared with 
vanilla neural network of same structure. 

During the fifth trial we had to figure out how to reduce the abnormal emissions in 
learning curves of learning algorithms enrolled on data, obtained after reduction of 
data dimension. One way to improve the algorithms is eliminating the time scale, 
frequency and phase mismatch between signals from different samples of facial ex-
pressions, without removing information about temporal characteristics. In order to do 
this, we compared the characteristics of each of the facial expressions together using 
Dynamic Time Warping (DTW). Values of independent pair DTW-correlation form 
(i.e. fill) the characteristic vector signal in the form of a square matrix (Fig. 5 a)). If 
necessary, the thinning is applied on matrix (Fig. 6, b). As a result of experiments, we 
had found that the most applicable algorithm that can be used in conjunction with 
thinned characteristic DTW vectors is SVM. 

Therefore, as a result of all trials described above, we obtained the optimal set of 
constructs (combinations of algorithms) that give relatively high rates of accuracy of 
identification. Table 2 lists these constructs and optimistic value of precision out-of-
sample for the best scenario (the largest sample size, the best set of basis functions, 



the best implementation of a specific algorithm, etc.); numerator depicts the accuracy, 
denominator – number of eigen functions and size of teach vector respectively. 
 

                 
 
                              a)                                                                        b) 

Fig. 5.  Matrix of DTW pair correlation for samples of different facial expressions without 
thinning - a) and two-dimensional thinning using DCT - b). 

 
Table 2 Identification accuracy for various implementations of the algorithms 

 

Signal dimensions  Classifier type 

1х20  
(1 countdown) 

20,30,60,120,…x20 
(whole signal) 

SVM (RBF) 99,5%/- - 

ANN MLP 99,5%/- 75%/- 
KLT(SVD) + SVM (RBF) 99,5%/1x4 99,5%/1x18 

DCT + SVM (RBF) - 99,5%/3x20 
SDAE (400x20x2) + ANN MLP - 99,5%/- 

DBN (400x20x2 ) - 75% 
Convolutional NN 12c-2s-6c-2s  - 75% 

DCT+SVM (RBF) - 99,5%/7x20 

DCT+SVM (Linear) - 99,5%/2x20 
DTW + SVM - 87,5%/- 
DTW + ANN/DBN/SDAE/CNN - 87,5%/- 
DTW + DCT + 
ANN/DBN/SDAE/CNN 

 87,5%/10x19 

DTW + DCT + SVM (RBF) - 99,5%/7x19 
DTW + DCT + SVM (Linear) - 99,5%/2x19 



 
6 Conclusion 

 
As a result of experiments we greatly improved existing technology [9], using rela-
tively the same data examples - facial expressions and facial expression components 
captured by means of optical motion capture of control points using optical markers, 
particularly for methods of identification changes facial expressions over time. Sev-
eral different structures or combinations of the most effective methods of feature ex-
traction and classification of facial expressions were applied, making possible to im-
plement an effective system for identifying facial expressions. We analyzed the im-
pact of the number of inputs, the training set on amount and type of classification 
errors of 1 and 2 race, which allowed to offer new constructs of multiple classifiers. 

In particular, the proposed algorithms and the neural network in connection with 
stacked denoising autoencoders, using eigenvalues of decomposition of output data, 
in particular, in task of identification of the temporal changes of micro expressions 
allowed to achieve higher efficiency (of the order of 99.5%) . 

Research, that was carried out on the proposed algorithms, helped to improve the 
preliminary results and to established causes of poor quality recognition. Some solu-
tions were proposed as well - a set of structures of multiple classifiers, that are alter-
native for methods for dimensionality reduction, based on three simple steps: 1) cal-
culating DTW inner-correlation matrix; 2) applying thinning; 3) using classifier on 
thinned matrix, which can be applied in classification of other discrete time-
dependent and correlated multiple channel signals that have different duration (num-
ber of countdowns). 
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